A block Recycled GMRES method with investigations into aspects of solver performance

Michael L. Parks, Kirk M. Soodhalter, and Daniel B. Szyld

Report 16-04-04
April 2016

Department of Mathematics
Temple University
Philadelphia, PA 19122

This report is available in the World Wide Web at
http://www.math.temple.edu/~szyld
A BLOCK RECYCLED GMRES METHOD WITH INVESTIGATIONS
INTO ASPECTS OF SOLVER PERFORMANCE∗

MICHAEL L. PARKS† KIRK M. SOODHALTER‡ AND DANIEL B. SYLД§

Abstract. We propose a block Krylov subspace version of the GCRO-DR method proposed in
[Parks et al. SISC 2005], which is an iterative method allowing for the efficient minimization of the
the residual over an augmented block Krylov subspace. We offer a clean derivation of the method and
discuss methods of selecting recycling subspaces at restart as well as implementation decisions in the
context of high-performance computing. Numerical experiments are split into those demonstrating
convergence properties and those demonstrating the data movement and cache efficiencies of the
dominant operations of the method, measured using processor monitoring code from Intel.
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1. Introduction. At the core of many problems in the computational sciences
is the need to solve linear systems. It is often the case that one must solve a sequence
of systems, and these systems are somehow related. For example, in the context
of uncertainty quantification, one has multiple parameter realizations of the same
physical model which must be evaluated [30, 31]. In Newton-like iterations, one
frequently solves a sequence of linear systems where the coefficient matrix arises from
a matrix function evaluated at a sequence of points where consecutive points are close
(e.g., density functional theory computations; see [28]). Such sequences of systems
also arise in application areas such as topology optimization [61], the modeling of
crack propagation in materials [46], and tomography [33]. Furthermore, each linear
system often has more than one right-hand side.

One solution strategy is ignore all these relationships and solve all these systems
separately, i.e., for each coefficient matrix solve for each right-hand side one at a
time. However, it is more efficient to take advantage of the underlying structure of
all problems combined. Block Krylov subspace iterative methods [43, 60] have been
proposed to solve systems with many right-hand sides, and such methods have also
been proposed to accelerate convergence even when there is is only one right-hand
side; see, e.g., [13, 43, 44, 58]. Subspace recycling techniques [46] have been proposed
to take advantage of relationships between sequences of coefficient matrices.

In this paper, we explore the combination of these two techniques: Block Krylov
and recycling. We justify the utility of the resulting method not just with steeper con-
vergence curves but also with carefully constructed performance experiments. Specif-
ically, we measure the runtimes and cache efficiency of key computational kernels to
demonstrate the utility of such block methods.

The rest of this paper is organized as follows. In Section 2 we describe the problem

∗This version dated 4 April 2016.
†Center for Computing Research, Sandia National Laboratories, P.O. Box 5800, MS 1320, Al-
buquerque, New Mexico 87185-1320 (mlparks@sandia.gov). Sandia is a multiprogram laboratory
operated by Sandia Corporation, a Lockheed Martin Company, for the U.S. Department of En-
ergy under contract DE-AC04-94-AL85000 This material is based upon work supported by the U.S.
‡Corresponding author; Industrial Mathematics Institute, Johannes Kepler University, Al-
tenbergerstraße 69, A-4020 Linz, Austria. (soodhalter@indmath.uni-linz.ac.at).
§Department of Mathematics, Temple University, 1805 N Broad Street, Philadelphia, PA 19122-
6094. (szylد@temple.edu). This research was supported in part by the U.S. National Science Foun-
dation under grant DMS-1418882.
being solved and discuss what has been investigated in the literature. In Section 3 we briefly review Krylov subspace methods and their generalization to the block setting as well as recycled GMRES. In Section 4, we extend the recycled GMRES method to the block Krylov subspace setting. We further describe implementation decisions meant to improve the data movement efficiency of the method. In Section 5, we discuss convergence properties and theory of this method. In Section 6, we present experiments. These are divided into two types. The first include simple convergence experiments, demonstrating the competitiveness of these methods for large-scale problems. We then present measurements of how data is moved to and used on the processor for the dominant operations of the method.

2. Background. We wish to efficiently solve a sequence of linear systems

$$\mathbf{A}^{[i]} \mathbf{X}^{[i]} = \mathbf{B}^{[i]},$$

(2.1)

where the coefficient matrices $\mathbf{A}^{[i]} \in \mathbb{C}^{n \times n}$ are assumed to be non-Hermitian and the right-hand side $\mathbf{B}^{[i]} \in \mathbb{C}^{n \times p}$. For many applications, the matrices $\mathbf{A}^{[i]}$ are large and sparse. Krylov subspace iterative methods have become a standard tool for solving sparse systems such as those arising in (2.1). In this paper, we consider both the case that $p = 1$ and $p > 1$. Block Krylov subspace methods (see Section 3.2) have been proposed in the case that $p > 1$ and these techniques can also be used to accelerate convergence in the single-vector case that $p = 1$, as first suggested in [43] and elaborated upon in [44] and also used in, e.g., [13, 58]. See, e.g., [26] for a nice introduction.

In the case $p = 1$, the GCRO-DR method was introduced for the solution of sequences of slowly-changing linear systems. This method allows one to retain important approximate invariant subspace information generated during the solution of the $i$th linear system, and leverage that information to accelerate convergence of the iteration to solve the subsequent $(i + 1)$st system.

Metrics such as amount of data moved and efficiency of cache reuse become more important measures of algorithm performance than simply counting floating point operations; see, e.g., [29, 36]. For example, in the dense linear algebra setting, it has been shown that BLAS-3 matrix-matrix operations (such as multiplying a dense matrix times a block of vectors) demonstrate superior performance over BLAS-2 matrix-vector operations when measured in terms of these data-related metrics. In the sparse linear algebra setting, the dominant operation of most Krylov subspace methods for the case $p = 1$ is a sparse matrix-vector multiplication, and in block Krylov subspace methods this is replaced with a sparse matrix-vector multiplication where the block of vectors is often dense. It has been shown that this sparse block operation also demonstrates superior performance to its non-block counterparts in data-related metrics [9, 29]. Given this observation, it is reasonable to develop block recycling methods, and to explore their application to block systems and systems with a single right-hand side augmented with additional vectors not arising from the problem. This will grow the search space more rapidly.

The extension of GCRO-DR and other such methods is a natural one to make. This paper follows from the development of the block GCRO-DR high-performance implementation [47] in the Belos package of the Trilinos project [2]. Based upon this code, the authors of [32] have extended this method to the flexible preconditioning setting and treat the issue of inexact block Krylov subspace breakdown thoroughly. Other such methods have also been extended to the block setting; see, e.g., [15, 35]. In this paper we:
• derive the block version of GCRO-DR, as implemented in [47],
• discuss implementation decisions to favor block operations, including increasing the Krylov subspace block size using random vectors,
• demonstrate performance gains of a block Krylov subspace recycling over its single-vector counterpart,
• demonstrate the superiority of block, sparse matrix operations in terms appropriate data metrics relevant in the high-performance computing context,
• and study the efficiency of block operations specific to the block GCRO-DR setting.

It should be noted that the last two goals are achieved through direct measurement of data movement and cache use efficiency on the processor. Through carefully designed experiments, we are able to show that the cost of applying an operator to a block of vectors is often marginally greater than applying the operator to a single vector in terms of data movement and usage cost metrics. Thus, we show that block methods can offer an accelerated convergence rate while reducing the overall data transmission costs by avoiding data movement bottlenecks in modern hardware architectures.

3. Preliminaries. In many Krylov subspace iterative methods proposed for the case $p = 1$, recall that for $A \in \mathbb{C}^{n \times n}$, we generate an orthonormal basis for the Krylov subspace

$$K_j(A, u) = \text{span}\{u, Au, \ldots, A^{j-1}u\} \quad (3.1)$$

with the Arnoldi process, where $u$ is some starting vector. Let $V_j \in \mathbb{C}^{n \times j}$ be the matrix with orthonormal columns generated by the Arnoldi process spanning $K_j(A, u)$. Then we have the Arnoldi relation

$$AV_j = V_j + H_j \quad (3.2)$$

for some $u \in \mathbb{C}^n$ with $H_j \in \mathbb{C}^{(j+1) \times j}$; see, e.g., [52, Section 6.3] and [57]. Let $x_0$ be an initial approximation and $r_0 = B - Ax_0$ be the initial residual. At iteration $j$, we compute $x_j = x_0 + t_j$, where $t_j \in K_j(A, r_0)$. In GMRES [53], we choose

$$t_j = \text{argmin}_{t \in K_j(A, r_0)} \|B - A(x_0 + t)\|,$$

and this is equivalent to solving the smaller minimization problem

$$y_j = \text{argmin}_{y \in \mathbb{C}^j} \left\| \Pi_j y - \left\| r_0 \right\| e_1^{(r+1)} \right\|, \quad (3.3)$$

where we use the notation $e_1^{(k)}$ to denote the $\ell$th Cartesian basis vector in $\mathbb{R}^k$, and setting $x_j = x_0 + V_jy_j$. We call $t_j$ a correction. In restarted GMRES, i.e., (GMRES($m$)), we halt this process at step $m$, discard the matrix $V_m$, and restart with the new initial residual $r_0 \leftarrow B - Ax_m$. This process is repeated until we achieve convergence.

3.1. Recycled GMRES. In this paper, we are discussing the combination of block Krylov methods with subspace recycling, a type of augmented Krylov subspace method which was first so described with that name in [46]. By augmented Krylov subspace, we mean that we compute a correction to the initial approximation not just over a Krylov subspace $\mathcal{K}$ but instead over an augmented Krylov subspace of the form $\mathcal{U} + \mathcal{K}$ where $\mathcal{U}$ is available before the start of the iteration. Here we use the expression Recycled GMRES to encompass all augmented Krylov subspace methods
derived from the GCRO framework introduced in [17]. There it was shown that such methods can be described as a GMRES iteration applied to the original linear system, left-multiplied with a specially chosen projector. The correction resulting from this iteration is then further modified to get a minimum residual approximation for the original system, cf. Section 3.1. What differentiates the methods within this class is how the augmenting subspace $U$ is computed and updated. We briefly review the method described in [46]. This algorithm represents the combination of two approaches: those originating from the implicitly restarted Arnoldi method [34], such as Morgan’s GMRES-DR [40], and those descending from de Sturler’s GCRO method [17]. GMRES-DR is a restarted GMRES-type algorithm, where at the end of each cycle, harmonic Ritz vectors are computed, and a subset of them are used to augment the Krylov subspace generated at the next cycle. The GCRO method allows the user to select the optimal correction over arbitrary subspaces. This concept is extended by de Sturler in [18] (and simplified in [10]), where a framework is provided for selecting the optimal subspace to retain from one cycle to the next so as to minimize the error produced by discarding useful information accumulated in the subspace for candidate solutions before restart. This algorithm is called GCROT, and this procedure was referred to as “optimal truncation”. Parks et al. in [46] combine the ideas of [40] and [18] and extend them to a sequence of slowly-changing linear systems and recycling with harmonic Ritz vectors. They call their method GCRO-DR.

Suppose we are solving (2.1), and we have a $k$-dimensional subspace $U$ which is spanned by vectors recycled either from a previous linear system solve or in the previous iteration cycle and whose image under the action of $A$ is $C = AU$. Let $P$ be the orthogonal projector onto $C$. Based upon what is proven in [17] and using the framework discussed in [24] and then later in the thesis [23], the recycled GMRES iteration can be described as a GMRES iteration applied to the consistent projected problem,

$$ (I - P) \hat{A} \hat{x} = (I - P) B. \quad (3.4) $$

If $x_0$ is an initial approximation to the solution of the original problem, then a compatible $\hat{x}_0$ such that the residual $\hat{r}_0 \in C^\perp$ is always cheaply available. We generate the Krylov subspace with respect to the projected operator, $K_m(I - P)A, \hat{r}_0)$. After $m$ iterations, GMRES applied to (3.4) produces the correction $\hat{t}_m \in K_m(I - P)A, \hat{r}_0)$. Let $Q$ be the projector onto $U$ which is orthogonal but with respect to the non-standard inner product induced by the symmetric positive-definite matrix $A^*A$. By projecting the GMRES correction $\hat{t}_m$, we get the second correction $s_m = -Q\hat{t}_m$ so that the Recycled GMRES method generates at iteration $m$ the approximation

$$ x_m = \hat{x}_0 + \hat{t}_m + s_m $$

where $s_m \in U$ and $\hat{t}_m \in K_m((I - P)A, r_0)$. Equivalently, these corrections also result from enforcing the minimum residual, Petrov-Galerkin condition over the augmented Krylov subspace, i.e.,

$$ r_m = B - Ax_m \perp A(U + K_m((I - P)A, r_0)). \quad (3.5) $$

At the end of the cycle, an updated $U$ is constructed, the Krylov subspace basis is discarded, and we restart. At convergence, $U$ is saved, to be used when solving the next linear system.

---

† i.e., $Q^2 = Q$, $Qv \in U$ for all $v \in \mathbb{C}^n$, and $Qw = 0$ for all $w \in \{A^*A \perp\}$.
In terms of implementation, Recycled GMRES can be described as a modification of the GMRES algorithm. Let \( U \in \mathbb{C}^{n \times k} \) have columns spanning \( U \), scaled such that \( C = AU \) has orthonormal columns. Then we can explicitly construct \( P = I - CC^* \) and \( Q = UC^*A \). At each iteration, applying \((I - P)\) is equivalent to performing \( k \) steps of the Modified Gram-Schmidt process to orthogonalize the new Arnoldi vector against the columns of \( C \). The orthogonalization coefficients generated at step \( m \) are stored in the \( m \)th column of \( F_m = C^*AV_m \), and \( F_{m+1} \) is simply \( F_m \) with one new column appended. Let \( H_m \) and \( V_m \) be defined as before, but for the projected Krylov subspace \( K_m((I - P)A, r_0) \). Enforcing (3.5) is equivalent to solving the GMRES minimization problem (3.3) for \( K_m((I - P)A, r_0) \) and setting
\[
  s_m = -UF_my_m \quad \text{and} \quad t_m = V_my_m,
\]
so that
\[
x_m = x_0 - UF_my_m + V_my_m = x_0 + \begin{bmatrix} U & V_m \end{bmatrix} \begin{bmatrix} -F_my_m \\ y_m \end{bmatrix}.
\]
This is a consequence of the fact that the Recycled GMRES least squares problem, as stated in [46, Equation 2.13] can be satisfied exactly in the first \( k \) rows. This was first shown in [17].

Convergence analysis for augmented Krylov subspace methods has been previously presented in, e.g., [20, 51]. In the context of Recycled GMRES the thesis of Gaul [23] and the references therein is an excellent source on this topic. Further analysis of these methods and of the deflated operator \((I - P)A\) is presented.

Iterating orthogonally to an approximate invariant subspace to accelerate convergence of GMRES can be justified by the theoretical work in [56]. It was shown that the widely observed two-stage convergence behavior of GMRES, which has been termed superlinear convergence, is governed by how well the Krylov subspace approximates a certain eigenspace. Specifically, when the Krylov subspace contains a good approximation to the eigenspace (call this eigenspace \( S \)) associated to eigenvalues hindering convergence, we will switch from the slow phase to the fast phase, and convergence will mimic that of GMRES on the projected operator \( P_S A \), where \( P_S \) is the orthogonal projector onto \( S^\perp \). This analysis complements previous discussions of this phenomenon, see e.g., [11, 59].

3.2. Block Krylov subspace methods. The extension of Krylov subspaces and the associated iterative methods to the block Krylov setting has been previously described in, e.g., [26, 43, 60]. Though originally described for solving (2.1) in the case \( p > 1 \), such methods have also been proposed for accelerating convergence in the case that \( p = 1 \). Here we drop the index \( i \) and consider the linear system \( AX = B \). Let \( \overline{R} \in \mathbb{C}^{n \times L} \) be a block of \( L \) vectors \( A \) block Krylov subspace \( K_m(A, \overline{R}) \) is a generalization of the definition of a Krylov subspace with more than one starting vector, i.e.,
\[
  K_m(A, \overline{R}) = \text{colspan} \{ \overline{R}, A\overline{R}, A^2\overline{R}, \ldots, A^{m-1}\overline{R} \},
\]
and it is straightforward to show that this definition is equivalent to
\[
  K_m(A, \overline{R}) = K_m(A, \overline{r}^{(1)}) + K_m(A, \overline{r}^{(2)}) + \cdots + K_m(A, \overline{r}^{(p)}),
\]
where \( \overline{r}^{(i)} \) is the \( i \)th column of \( \overline{R} \). We consider two cases. If \( p > 1 \), let \( L = p \) and \( \overline{r}^{(i)} = b^{(i)} - Ax_0^{(i)} \), where \( b^{(i)} \) is the \( i \)th column of \( B \), and \( x_0^{(i)} \) is the \( i \)th column of
by applying the projections derive the block GMRES iteration thusly.

\[ V \]

In the case that the minimum residual 2-norm correction over the block Krylov subspaces is orthogonal to all columns of \( V_j \) for all \( j \neq i \). We obtain \( V_i \) via the reduced QR-factorization \( \mathbf{R} = V_i \mathbf{Z} \) where \( \mathbf{Z} \in \mathbb{C}^{p \times p} \) is upper triangular. We can generate \( V_{m+1} \) with the block Arnoldi step, shown in Algorithm 3.1. Let \( \mathbf{W}_m = [V_1 \; V_2 \cdots V_m] \in \mathbb{C}^{n \times mp} \). Let \( \mathbf{H}_m = (H_{ij}) \in \mathbb{C}^{(m+1)p \times mp} \). This yields the block Arnoldi relation

\[ \mathbf{A} \mathbf{W}_m = \mathbf{W}_{m+1} \mathbf{H}_m. \quad (3.6) \]

A straightforward generalization of GMRES for block Krylov subspaces (called block GMRES), which was first described in [60]; see, e.g., [52, Chapter 6] for more details. In this paper, we consider both \( p = 1 \) and \( p > 1 \). For \( p > 1 \), one solves the generalization of the single-vector GMRES minimization problem,

\[ Y_m = \arg\min_{Y \in \mathbb{C}^{m \times p}} \left\| \mathbf{H}_m Y - \mathbf{E}_1^{(m+1)\mathbb{L}} \mathbf{Z} \right\|_F \]

and setting \( X_m = X_0 + \mathbf{W}_m Y_m \) where \( \mathbf{E}_1^{(m+1)\mathbb{L}} \in \mathbb{R}^{(m+1)\mathbb{L}} \) is the matrix containing the first \( p \) columns of the identity. It is easy to show this is equivalent to computing the minimum residual 2-norm correction over the block Krylov subspace, one column at-a-time. In the case that \( p = 1 \) and the block size has been enlarged to \( L \), one solves

\[ Y_m = \arg\min_{Y \in \mathbb{C}^{L \times L}} \left\| \mathbf{H}_m Y - \mathbf{E}_1^{(m+1)\mathbb{L}} \mathbf{Z} \mathbf{e}_1^T \right\| \]

where \( \mathbf{e}_1^T \in \mathbb{R}^{L \times 1} \) is the first column of the identity. One then sets \( X_m = X_0 + \mathbf{W}_m Y_m \) as before. In this case, one minimizes the single-vector residual over the block Krylov subspace.

4. **Recycled Block GMRES.** We develop a block version of the Recycled GMRES algorithm. The beauty of the framework used in Section 3.1 derived from [24, 23], is that it is compatible with any minimum residual iterative method. Given subspaces \( \mathcal{U} \) and \( \mathcal{C} \) as described earlier, one projects the fully problem onto \( \mathcal{C}^\perp \). We derive the block GMRES iteration thusly.

In the case that \( p > 1 \), we compute compatible initial approximation and residual by applying the projections \( P \) and \( Q \) defined earlier,

\[ \tilde{\mathbf{R}} = (I - P) \mathbf{R} \quad \text{and} \quad \tilde{X}_0 = X_0 + Q(X - X_0) = X_0 + UC^* \tilde{\mathbf{R}}. \quad (4.1) \]

**Algorithm 3.1:** A step of the block Arnoldi algorithm

<table>
<thead>
<tr>
<th>Input</th>
<th>( \mathbf{A} \in \mathbb{C}^{n \times n}, ; V_1, \ldots, ; V_m \in \mathbb{C}^{n \times p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>The block Arnoldi vector ( \mathbf{V}_{m+1} )</td>
</tr>
<tr>
<td>1</td>
<td>( \mathbf{V}_{m+1} = \mathbf{A} \mathbf{V}_m )</td>
</tr>
<tr>
<td>2</td>
<td>for ( i = 1 ) to ( m ) do</td>
</tr>
<tr>
<td>3</td>
<td>( \mathbf{H}_{i,m} = \mathbf{V}<em>i^* \mathbf{V}</em>{m+1} \in \mathbb{C}^{p \times p} )</td>
</tr>
<tr>
<td>4</td>
<td>( \mathbf{V}<em>{m+1} \leftarrow \mathbf{V}</em>{m+1} - \mathbf{V}<em>i \mathbf{H}</em>{i,m} )</td>
</tr>
<tr>
<td>5</td>
<td>Define ( \mathbf{V}<em>{m+1} ) and ( \mathbf{H}</em>{m+1,m} ) using reduced QR-factorization</td>
</tr>
<tr>
<td>6</td>
<td>( \mathbf{V}<em>{m+1} = \mathbf{V}</em>{m+1} \mathbf{H}_{m+1,m} )</td>
</tr>
</tbody>
</table>
In the case that \( p = 1 \) and \( \mathbf{R} \) has \( L - 1 \) columns unconnected to the residual, we still project all columns onto \( \mathcal{C}^\perp \), as in (4.1). The approximation is updated

\[
\hat{\mathbf{X}}_0 = \mathbf{X}_0 + \mathbf{Q}(\mathbf{X} - \mathbf{X}_0) = \mathbf{X}_0 + \mathbf{U} \mathbf{C}^* \mathbf{e}(n),
\]

where \( \mathbf{e}(n) \in \mathbb{R}^n \) is the first canonical basis vector.

In recycled GMRES, a GMRES iteration is applied to the projected problem

\[
(I - \mathbf{P}) \hat{\mathbf{X}} = (I - \mathbf{P}) \mathbf{B}
\]

with initial approximation \( \hat{\mathbf{X}}_0 \). At step \( m \), this produces the GMRES correction \( \hat{T}_m \). A second correction is generated by projecting the block GMRES correction yielding \( \mathbf{S}_m = -\mathbf{Q} \hat{T}_m \). The \( m \)th recycled GMRES approximation is defined as \( \mathbf{X}_m = \hat{\mathbf{X}}_0 + \hat{T}_m + \mathbf{S}_m \). Each column of the residual \( \mathbf{R}_m = \mathbf{B} - \mathbf{A} \mathbf{X}_m \) satisfies the minimum residual Petrov-Galerkin condition

\[
\mathbf{R}_m \mathbf{e}(n) \perp \mathcal{U} \{ \mathcal{U} + \mathbb{K}_m(\mathbf{A}, \mathbf{R}) \}.
\]

Furthermore, we have the following.

**Proposition 4.1.** We have that the residual \( \hat{\mathbf{R}}_m \) produced by GMRES applied to (4.2) is equal to the recycled GMRES residual \( \mathbf{R}_m \) associated to the full problem.

**Proof.** This can be shown by direct calculation.

Although we do not advocate implementing a recycled GMRES method using a modified Arnoldi relation, it is useful to derive it here, as it can be used for the computation of Ritz vectors, cf., Section 4.1.1. We follow the derivation in [46] which has also been used in [32]. Let \( \mathbf{W}_m \) be defined as earlier but for \( \mathbb{K}_m((I - \mathbf{P}) \mathbf{A}, \mathbf{R}) \). Then we have the associated block Arnoldi relation

\[
(I - \mathbf{C} \mathbf{C}^*) \mathbf{A} \mathbf{W}_m = \mathbf{W}_{m+1} \mathbf{H}_m.
\]

By construction, the columns of \( \mathbf{W}_{m+1} \) are orthogonal to the columns of \( \mathbf{C} \), yielding a block version of the Arnoldi-like relation [46],

\[
\mathbf{A} \begin{bmatrix} \mathbf{U} & \mathbf{W}_m \end{bmatrix} = \begin{bmatrix} \mathbf{C} & \mathbf{W}_{m+1} \end{bmatrix} \begin{bmatrix} \mathbf{I} & \mathbf{F}_m \\ 0 & \mathbf{H}_m \end{bmatrix},
\]

where \( \mathbf{F}_m = \mathbf{C}^* \mathbf{A} \mathbf{W}_m \in \mathbb{C}^{k \times mp} \) represents the entries generated by orthogonalizing the columns of the new block Krylov basis vector against \( \mathbf{C} \). Let

\[
\tilde{\mathbf{W}}_m = \begin{bmatrix} \mathbf{U} & \mathbf{W}_m \end{bmatrix}, \quad \tilde{\mathbf{W}}_{m+1} = \begin{bmatrix} \mathbf{C} & \mathbf{W}_{m+1} \end{bmatrix}, \quad \mathbf{\overline{C}}_m = \begin{bmatrix} \mathbf{I} & \mathbf{F}_m \\ 0 & \mathbf{H}_m \end{bmatrix},
\]

with \( \mathbf{I} \) being the \( k \times k \) identity matrix, so that we can write

\[
\mathbf{A} \tilde{\mathbf{W}}_m = \tilde{\mathbf{W}}_{m+1} \mathbf{\overline{C}}_m.
\]

We use \( \mathbf{\overline{C}}_m \) to compute a new approximate invariant subspace; and if we have not converged, we begin the next cycle. Algorithm 4.1 gives a complete pseudocode description of the algorithm, without specifying the particular method used to select the new recycle space.
4.1. Implementation considerations.

4.1.1. Harmonic Ritz vector computation. This is the strategy implemented in [47] following the harmonic Ritz vector deflation strategy of Morgan in [40]. When we begin solving a system and there is no recycled space, we run a cycle of block GMRES and compute harmonic Ritz vectors in the block Krylov subspace. At the end of the cycle, we have generated an orthonormal basis for the subspace \( \mathbb{K}_m(A, \tilde{R}) \) with the block Arnoldi relation \( A W_m = W_{m+1} \bar{H}_m \) where \( \bar{H}_m \in \mathbb{C}^{(m+1)p \times mp} \) is block upper Hessenberg. The matrix \( \bar{H}_m \) contains in its first \( mp \) rows the square matrix \( H_m \in \mathbb{C}^{mp \times mp} \). In the last \( p \) rows of \( \bar{H}_m \), there is only one non-zero block.

\[
\begin{align*}
\text{Algorithm 4.1:} & \quad \text{The Block Recycled GMRES Algorithm} \\
\text{Input:} & \quad A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{n \times p}, X_0 \in \mathbb{C}^{n \times p}, \varepsilon > 0 \text{ the convergence tolerance, } \\
m & \quad \text{the number of block Arnoldi vectors generated, } k \text{ the desired} \\
& \quad \text{dimension of the recycle space.} \\
\text{Output:} & \quad X \in \mathbb{C}^{n \times p} \text{ such that } \| B - AX \|_F \leq \varepsilon \\
1 & \quad \text{Set } R_0 = B - AX_0, \text{ Set } i = 1 \\
2 & \quad \text{Set } E = [e^{(1)}_{mp} \ldots e^{(p)}_{mp}], \text{ Set } i = 0 \\
3 & \quad \text{if } U \text{ is defined from solving a previous linear system then} \\
4 & \quad \text{Define } C \text{ using reduced QR-Factorization } A U = C S, \ U \leftarrow U S^{-1} \\
5 & \quad X_0 \leftarrow X_0 + U C^* R_0, R_0 \leftarrow R_0 - C C^* R_0 \\
6 & \quad \text{else} \\
7 & \quad \text{Define } V_1 \text{ using reduced QR-Factorization } R_0 = V_1 S_0 \\
8 & \quad \text{Perform } m \text{ steps of block GMRES, generating } W_{m+1} \text{ and } \bar{H}_m \text{ and solve} \\
9 & \quad \tilde{Y}_0 = \arg \min_{Y \in \mathbb{C}^{mp \times p}} \| E S_0 - \bar{H}_m Y \|_F, \\
10 & \quad X_0 \leftarrow X_0 + W_m \tilde{Y}_0, R_0 \leftarrow R_0 - W_{m+1} \bar{H}_m \tilde{Y}_0 \\
11 & \quad \text{Select a subspace } \mathcal{U} \text{ of } \mathbb{K}_m(A, V_1) \text{ to recycle.} \\
12 & \quad \text{Compute } U \text{ having basis vectors of } \mathcal{U} \text{ as columns such that } C = AU \text{ has} \\
13 & \quad \text{orthonormal columns} \\
14 & \quad \text{while } \| B - AX_i \|_F > \varepsilon \text{ do} \\
15 & \quad \quad i \leftarrow i + 1 \\
16 & \quad \quad \text{Define } V_1 \text{ using reduced QR-Factorization } R_{i-1} = V_1 S_0 \\
17 & \quad \quad \text{Compute a basis for } \mathbb{K}_m ((I - CC^*) A, V_1) \text{ using the block Arnoldi} \\
18 & \quad \quad \text{method, generating } W_{m+1}, \bar{H}_m, \text{ and } F_m. \\
19 & \quad \quad \text{Solve the block GMRES least-squares subproblem} \\
20 & \quad \quad Y_i = \arg \min_{Y \in \mathbb{C}^{mp \times p}} \| E S_0 - \bar{H}_m Y \|_F, \\
21 & \quad \quad \text{Set } X_i = X_{i-1} + W_m Y_i - U F_m Y_i, \text{ Set } R_i = R_{i-1} - W_{m+1} \bar{H}_m Y_i \\
22 & \quad \quad \text{Define } D \text{ to be the diagonal matrix such that } \tilde{U} = UD \text{ has columns of} \\
23 & \quad \quad \text{unit norm.} \\
24 & \quad \quad \text{Set } \bar{G}_M = [D \quad F_m \quad 0 \quad \bar{H}_m] ; \quad \quad \text{// Scaling } U \text{ with } D \text{ for stability} \\
25 & \quad \quad \text{Use } \bar{G}_M \text{ to compute } U_{new} \subset \mathcal{U} + \mathbb{K}_m ((I - CC^*) A, V_1), \ \mathcal{U} \leftarrow U_{new} \\
26 & \quad \quad \text{Use } \bar{G}_M \text{ to compute } U \text{ such that } C \leftarrow AU \text{ has orthonormal columns} \\
27 & \quad \quad \text{Store } U \text{ in memory to serve as initial recycle subspace for next function call.}
\end{align*}
\]
\( \mathbf{H}_{m+1,m} \in \mathbb{C}^{p \times p} \), and it is upper triangular. Following [38], the block harmonic Ritz problem for \( \mathbb{K}_m(\mathbf{A}, \overline{\mathbf{R}}) \) is to find pairs \((\mathbf{y}, \mu)\) such that

\[
\mathbf{A}^{-1}\mathbf{y} - \mu \mathbf{y} \perp \mathbb{A}\mathbb{K}_m(\mathbf{A}, \overline{\mathbf{R}}) \quad \text{for all} \quad \mathbf{y} \in \mathbb{A}\mathbb{K}_m(\mathbf{A}, \overline{\mathbf{R}}).
\]  

(4.6)

As with the scalar case, (4.6) can be equivalently solved as a generalized eigenvalue problem.

**Proposition 4.2.** Given the block Krylov subspace \( \mathbb{K}_m(\mathbf{A}, \mathbf{R}_0) \), solving the harmonic Ritz problem (4.6) is equivalent to solving the \( mp \times mp \) eigenvalue problem

\[
(\mathbf{H}_m + (\mathbf{H}_m^*)^{-1}\mathbf{E}(\mathbf{H}_{m+1,m}^* \mathbf{H}_{m+1,m})\mathbf{E}^*)\mathbf{t} = \hat{\theta}\mathbf{t}
\]

(4.7)

and then for a solution pair \((\mathbf{t}, \hat{\theta})\) assigning \( \mathbf{y} = \mathbf{W}_m\mathbf{t} \), where the columns of \( \mathbf{E} \in \mathbb{C}^{mp \times p} \) are columns \((mp - p + 1), \ldots, mp \) of the identity matrix of order \( mp \), and \( \mu = 1/\hat{\theta} \).

It should be noted that, as a practical matter, the expression

\[
\mathbf{H}_m + (\mathbf{H}_m^*)^{-1}\mathbf{E}(\mathbf{H}_{m+1,m}^* \mathbf{H}_{m+1,m})\mathbf{E}^*
\]

simply means that the last \( p \) columns of \( \mathbf{H}_m \) should be modified by the \( mp \times p \) matrix

\[
(\mathbf{H}_m^*)^{-1}\mathbf{E}(\mathbf{H}_{m+1,m}^* \mathbf{H}_{m+1,m})
\]

**Proof of Proposition 4.2.** This is a generalization of the harmonic Ritz computation in the case of a single-vector Krylov subspace; see e.g., [39]. We can prove this through algebraic manipulation using the block Arnoldi relation. Condition (4.6) is equivalent to

\[
(\mathbf{A}\mathbf{W}_m)^*(\mathbf{A}^{-1}\mathbf{y} - \mu \mathbf{y}) = 0
\]

(4.8)

\[
(\mathbf{W}_{m+1}\overline{\mathbf{H}}_m^*)(\mathbf{A}^{-1}\mathbf{A}\mathbf{W}_m\mathbf{t} - \mu \mathbf{A}\mathbf{W}_m\mathbf{t}) = 0
\]

\[
\overline{\mathbf{H}}_m^* \mathbf{W}^*_{m+1}(\mathbf{W}_m\mathbf{t} - \mu \mathbf{W}_{m+1}\overline{\mathbf{H}}_m\mathbf{t}) = 0
\]

\[
\overline{\mathbf{H}}_m^* \mathbf{W}^*_{m+1}\mathbf{W}_m\mathbf{t} = \mu \overline{\mathbf{H}}_m^* \mathbf{H}_m \mathbf{t}
\]

\[
\mathbf{H}_m^* \mathbf{t} = \mu (\mathbf{H}_m^* \mathbf{H}_m + \mathbf{E}(\mathbf{H}_{m+1,m}^* \mathbf{H}_{m+1,m})\mathbf{E}^*)\mathbf{t}
\]

\[
\hat{\theta}\mathbf{t} = (\mathbf{H}_m + (\mathbf{H}_m^*)^{-1}\mathbf{E}(\mathbf{H}_{m+1,m}^* \mathbf{H}_{m+1,m})\mathbf{E}^*)\mathbf{t}
\]

The computation in the case of the augmented subspace \( \mathcal{U} + \mathbb{K}_m(\mathbf{PA}, \mathbf{R}_0) \) is similar to the computation employed in [46].

**Proposition 4.3.** In a cycle of block recycled GMRES, if we have generated an augmented space \( \mathcal{U} + \mathbb{K}_m(\mathbf{PA}, \mathbf{R}_0) \) then solving the associated harmonic Ritz problem is equivalent to solving the generalized eigenvalue problem

\[
\overline{\mathbf{G}}^*_m \overline{\mathbf{G}}_m \mathbf{t} = \hat{\theta}\overline{\mathbf{G}}^*_m \overline{\mathbf{W}}^*_{m+1} \overline{\mathbf{W}}_m \mathbf{t}
\]

(4.9)

and assigning \( \mathbf{y} = \overline{\mathbf{W}}_m\mathbf{t} \) for each solution pair \((\theta, \mathbf{t})\) where \( \overline{\mathbf{G}}_m, \overline{\mathbf{W}}^*_{m+1}, \) and \( \overline{\mathbf{W}}_m \) are defined as in (4.4).

**Proof.** The proof is nearly identical to the one in [46, Equation 2.16].
4.1.2. Other recycled space selection techniques. It is a natural extension of the Recycled GMRES method to consider the method in the block Krylov subspace setting. Block Krylov methods have been previously proposed for the computation of eigenvalues/eigenvectors with the justification that they generate richer subspaces, see, e.g., [4, 49]. Thus if we choose approximate eigenvectors to construct our recycled subspaces, as in [15, 40, 4, 46, 5], we may more rapidly acquire high quality eigenvector approximations with which to deflate. However, our motivation arises mainly from considerations in the high-performance computing setting. For dense linear algebra computations, it has been shown that level-3 BLAS (i.e., matrix-times-matrix) operations exhibit superior data movement efficiency properties, as measured amount of data moved per operation and efficiency of data reuse in cache [22]. The assumption in designing this algorithm was that sparse matrix-times-matrix operations would also exhibit similar superior properties. This has been previously discussed [29, 36]. Careful experimentation will be necessary to demonstrate this, not only to understand this behavior for the application of a large, sparse operator $A$ but also for the application of the projected operator $(I - P)A$.

In the current version of our codes, and also in the current version of the publicly available GCRO-DR codes [45], harmonic Ritz vectors (see, e.g., [21], [37], and [41]) are computed to generate a subspace to recycle. In a sense, for GMRES recycling, this makes the most natural sense. Eigenspaces which cause the most trouble for GMRES are those associated to eigenvalues near zero. Implicitly, GMRES constructs a residual polynomial $p(x)$ which we would like to be small near the eigenvalues of $A$. However, this polynomial must also be such that $p(0) = 1$. When $A$ has eigenvalues near the origin, construction of such a polynomial becomes more difficult and is one cause of the slow convergence phase of GMRES. Harmonic Ritz values and vectors have been show to yield better approximations to eigenvalues near the origin and their associated eigenspaces. Therefore, removing the influence of this approximate eigenspace may yield better convergence. In fact, numerical experience has shown that this strategy frequently gives good results. However, it is not the only recycling strategy.

Morgan suggests that in an eigenvector deflation algorithm based upon FOM, called FOM-DR [40], deflation using Ritz vectors is more effective. It is suggested in [46] that perhaps a mixture of Ritz and harmonic Ritz vectors may be appropriate in some cases. In his paper on optimal truncation methods [18], de Sturler demonstrates that one can calculate which subspace of dimension $k$ of the current Krylov subspace of dimension $m$ it was most important to maintain orthogonality against, for the purpose of reducing the residual. This subspace is then recycled under the assumption that it is most important to continue to maintain orthogonality with respect to this subspace. Ahuja et al. [6], observed that the preconditioned systems with which they dealt had eigenvalue clusters well separated from the origin, rendering the use of harmonic Ritz vectors less effective. Instead, they chose to recycle Krylov vectors which had dominant components in the right-hand side, and this gave improved convergence results.

Gaul and Schlömmer [25] have recently suggested that in the context of recycled MINRES being used to solve a Schrödinger-type equation, Ritz vectors are good candidates with which to recycle. In [12], the authors propose a method of recycling using a proper orthogonal decomposition approach coming from model order reduction. In the context of ill-posed image recovery problems, it recently was demonstrated that one can also augment the Krylov subspace with vectors which encode knowledge of
characteristics of the true solution, e.g., edge characteristics of the image [42]. In that work, flexible GMRES [50] was used to augment the subspace. This follows from the work in [7, 8] in which GMRES for ill-posed problem was augmented with vectors encoding features of the reconstructed image which are difficult for a Krylov method to reconstruct (such as discontinuities and hard edges). A similar method was recently proposed [19], but it does not fit into the projected problem framework laid out in Section 2.

4.1.3. Householder reflection storage. In the case of \( L = p = 1 \) the upper Hessenberg matrix \( \mathbf{H}_m \) has only one subdiagonal entry per column. To compute a QR-factorization of \( \mathbf{H}_m \) at each step \( m \) of the method, one annihilates the subdiagonal entry of each column. The triangularization of \( \mathbf{H}_m \) is computed in a progressive manner using Givens rotations, which are retained compactly in the form of sines and cosines to be applied to subsequent columns. For \( L > 1 \), \( \mathbf{H}_m \) is now block upper Hessenberg. For a block of columns, newly generated by a step of the block Arnoldi procedure, new Householder reflections are computed column-by-column. However, we must first apply all previously generated reflections to this new block of columns. We employ the strategy of Gutknecht and Schmelzer [27]. One stores the Householder reflections for a block column as a single matrix and applies them all at once. This exchange \( p \) applications of previous Householder reflections for one dense matrix-matrix multiplication. This dense matrix-matrix multiplication can be performed as a level-3 BLAS operation.

5. Convergence discussion. It is shown, e.g., in [56], that the convergence of GMRES accelerates, entering a superlinear phase, once the Krylov method has adequately captured a subspace spanned by eigenvectors associated to troublesome eigenvalues; see also, [11, 59]. This explains some of the convergence difficulties exhibited by restarted methods, in which we discard the entire basis and start over. Furthermore, once this eigenspace is well-represented by the Krylov subspace (cf. [55]), the convergence behavior mimics that of an operator from which the eigenspace has been removed. This was one motivation for the subspace augmentation and recycling technique, e.g., [40, 46]. By recycling a selected subspace and iterating orthogonally to it, we hope to enter the superlinear convergence phase of GMRES more quickly. By building a block Krylov subspace, one can capture these invariant subspaces in fewer iterations.

It has been shown that a recycled GMRES iteration is equivalent to a GMRES iteration applied to a projected problem. Thus, the convergence results can be extended to the recycled block GMRES case. Here, we assume that \( p > 1 \), but one can also make similar statements about the case \( p = 1 \), though they are omitted here for brevity. Simoncini and Gallopoulos discussed the convergence properties of block GMRES [54], including a result by Vital [60].

**Theorem 5.1.** [60] Given the block Krylov subspace \( \mathcal{K}_m(\mathbf{A}, \mathbf{R}) \) and \( \mathcal{K}_m(\mathbf{A}, \mathbf{r}^{(i)}) \) for each \( i \), we have the following relationship between the block residual produced by block GMRES and the residuals produced by GMRES for each right-hand side,

\[
\max_{i=1, \ldots, p} \min_{\mathbf{t} \in \mathcal{K}_m(\mathbf{A}, \mathbf{R})} \left\| \mathbf{b}^{(i)} - \mathbf{A} \left( \mathbf{x}_0^{(i)} + \mathbf{t} \right) \right\| \leq \max_{i=1, \ldots, p} \min_{\mathbf{t} \in \mathcal{K}_m(\mathbf{A}, \mathbf{r}^{(i)})} \left\| \mathbf{b}^{(i)} - \mathbf{A} \left( \mathbf{x}_0^{(i)} + \mathbf{t} \right) \right\|.
\]

Furthermore, we can see that there is an even more straightforward relationship between residuals produced by the two methods.
Proposition 5.2. Given the same hypotheses as in Theorem 5.1 we have that
\[
\min_{t \in \mathbb{K}(\mathbb{A}, \mathbb{R})} \| \mathbf{b}^{(i)} - \mathbf{A}(\mathbf{x}_0^{(i)} + \mathbf{t}) \| \leq \min_{t \in \mathbb{K}(\mathbb{A}, \mathbb{R})} \| \mathbf{b}^{(i)} - \mathbf{A}(\mathbf{x}_0^{(i)} + \mathbf{t}) \|
\]
for all \( i = 1, 2, \ldots, p \).

Proof. This can be shown by observing that in the block method, the residual is minimized over a larger subspace.

We can now easily derive a corollary for comparing the convergence of Recycled GMRES and block Recycled GMRES. This corollary takes advantage of equivalence of the projected and full residuals, as described in Proposition 4.1.

Corollary 5.3. Let \( \mathcal{U}, \mathcal{C}, \tilde{\mathbf{X}}_0 \) and \( \tilde{\mathbf{R}} \) be defined as earlier. Then we have
\[
\max_{i=1,2,\ldots,p} \min_{t \in \mathbb{K}((I-P)\mathbb{A}, \tilde{\mathbb{R}})} \| \mathbf{b}^{(i)} - \mathbf{A}(\tilde{\mathbf{x}}_0^{(i)} + \mathbf{t} + \mathbf{s}) \| \leq \min_{t \in \mathbb{K}((I-P)\mathbb{A}, \tilde{\mathbb{R}})} \| \mathbf{b}^{(i)} - \mathbf{A}(\tilde{\mathbf{x}}_0^{(i)} + \mathbf{t} + \mathbf{s}) \|
\]
Furthermore, we have that
\[
\min_{t \in \mathbb{K}((I-P)\mathbb{A}, \tilde{\mathbb{R}})} \| \mathbf{b}^{(i)} - \mathbf{A}(\tilde{\mathbf{x}}_0 + \mathbf{t} + \mathbf{s}) \| \leq \min_{t \in \mathbb{K}((I-P)\mathbb{A}, \tilde{\mathbb{R}})} \| \mathbf{b}^{(i)} - \mathbf{A}(\tilde{\mathbf{x}}_0 + \mathbf{t} + \mathbf{s}) \|.
\]

Proof. From Proposition 4.1, we have that the projected and full residuals for recycled block GMRES are the same. Thus, the behavior of recycled GMRES can be fully described by the behavior of block GMRES applied to the projected problem. From there, one simply applies the results of Theorem 5.1 and Proposition 5.2.

It should be noted that any per iteration gains realized by using a block method need to be weighed against the additional cost. Each iteration of a block method requires more FLOPS than the non-block variant, but this comes with the possibility of accelerated convergence. Previous researchers have demonstrated that the addition expense of moving to a block method (as measured in data movement metrics) is only marginally greater than that of its single-vector counterpart. We extend these results in Section 6.

6. Numerical results. We implemented a block GCRO-DR version of block Recycled GMRES in Matlab. We have also implemented and deployed it in the Belos package of Sandia’s Trilinos Project [47].

One point which must be discussed is how to compare the performance of a block Recycled GMRES to algorithms that execute only a matrix-single-vector product per iteration. Iteration-for-iteration, block methods and single-vector methods have different costs for the dominant operation in the iteration, the matrix-vector product. However, a block size \( p \) matrix-vector product does not cost \( p \) times as much as a single matrix-vector product. Thus we present two sets of experiments. One set, shown in Section 6.1, are all performed in Matlab to demonstrate characteristics of algorithm performance for small-scale problems. The second set of experiments, shown in Section 6.2 are performed in Trilinos, and demonstrate performance characteristics of the core operations of block GCRO-DR for very large, sparse matrices.
6.1. Small-scale convergence experiments. The experiments in this section were performed on a Macbook Pro with a 2.3 GHz Intel Core i5 processor and 8 GB of 1333 MHz DDR3 main memory. In Figure 6.1, we demonstrate timing comparisons for performing single and block matrix-vector products for computing the action of a sparse matrix $A$ on equal numbers of vectors.

In this scenario, we see that the block matrix-vector product is able to outperform the single matrix-vector product in this case, in Matlab. However, we are more interested in an iteration for iteration performance comparison of a block Krylov subspace method versus a single-vector Krylov subspace method. We pose the question, do the benefits of convergence in fewer iterations outweigh the increased number of floating-point operations of the block matrix-vector product? In Figure 6.2, we compare the time taken to perform matrix-single-vector products with the time take to compute matrix-block-vector products. We see that, though block matrix-vector products (block size $p > 1$) are more expensive to compute than the single-vector variety, they are not $p$ times as expensive.

In Figure 6.3, we test the code’s convergence properties as we increase the number of right-hand sides. As is predicted by the underlying theory, the increased number of right-hand sides generates a richer space from which to select our approximation updates and from which to recycle, though the marginal benefit decreases for each additional right-hand side.

We extracted matrices from seven consecutive iterations of a Tramonto Newton iteration from the POLY1_CMS_1D test problem [3]. For each iteration, we precondition using ILU(0). We compare the performance of GMRES, block GMRES with 3 right-hand sides, Recycled GMRES and our block Recycled GMRES algorithm on all 7 systems. In the case of the block methods, one right-hand side generated by the Tramonto package, and the other two right-hand sides were random, generated using Matlab’s `rand()`. In the case of these Newton iterations for these relatively small systems (dimension $\approx 14000$), convergence for the preconditioned system is quick enough that we are able to recycle the entire Krylov subspace when running Recycled GMRES and block Recycled GMRES for the first few systems in the sequence for
Fig. 6.2. In the figure on the left, we compare the time taken to perform $10^5$ single matrix-vector products (grey) with how much time is taken to perform the same number of block matrix-vector products for different block sizes $p$ (black). The figure on the right shows the ratio of time taken for the block matrix-vector products over the time taken for single matrix-vector products (black solid line). As predicted, the block matrix-vector product is not $p$ times as expensive. The dashed line shows the ratio if a block $p$ matrix-vector product was $2^3p$ times as expensive as a single matrix-vector product.

Fig. 6.3. Performance of block recycled GMRES GMRES with $m = 100$ and $k = 50$ on the sherman5 matrix from Matrix Market [16] preconditioned with ILU(0) as we increase the number of right-hand sides. The first right-hand side is packaged with the matrix. The other right-hand sides are generated using Matlab’s rand() function. Convergence is measured by computing the residual norm associated to the first right-hand side. Lightness of the convergence curves increases as we add more right-hand sides. The darkest curve is for the case $p = 1$ and the lightest curve is for the case $p = 10$.

properly chosen recycled subspace dimension. In Figure 6.4, we plot the number of matrix-vector products needed to solve each system. Observe that for both algorithms, recycling greatly reduces the number of matrix-vector products needed to solve later systems. Furthermore, we get a per-system reduction when moving from Recycled GMRES to block Recycled GMRES particularly for systems appearing early in the sequence. In Figure 6.4, the benefit of the block method is most pronounced for the first system. This suggests that for some problems, we may gain the most benefit by
Fig. 6.4. In the left-hand figure, we see the matrix-vector product count for block recycled GMRES solving linear systems involving the Jacobian for 7 sequential Newton Steps of fluid DFT problem from Tramonto software package. ILU(0) preconditioning was used. The figure on the right shows the total matrix-vector product count for various recycle space dimensions. Effectively, as we move to the right in this figure, we reach a point at which no recycled subspace information is ever discarded in the experiment.

Applying block Recycled GMRES only for the first system. This will yield a high-quality recycled subspace, and we apply single-vector Recycled GMRES for the rest of the systems. We also see that, for large enough recycled subspace, we achieve a 30% reduction in overall matrix-vector products when moving from single right-hand side Recycled GMRES to block Recycled GMRES with two random right-hand sides.

Table 6.1
Fifteen different matrices downloaded from the University of Florida Sparse Matrix Library [16] with various sparsity patterns. The matrix qcdRealPart is the real part of the matrix conf5-0-4x4-10 from [16].

<table>
<thead>
<tr>
<th>Name</th>
<th>Dimension</th>
<th># Non-zeros</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freescale1</td>
<td>3428755</td>
<td>17052626</td>
<td>0.0001%</td>
</tr>
<tr>
<td>CoupCons3D</td>
<td>416800</td>
<td>17277420</td>
<td>0.0099%</td>
</tr>
<tr>
<td>rajat31</td>
<td>4690002</td>
<td>20316253</td>
<td>0.0001%</td>
</tr>
<tr>
<td>FullChip</td>
<td>2987012</td>
<td>26621983</td>
<td>0.0003%</td>
</tr>
<tr>
<td>cage14</td>
<td>1505785</td>
<td>27130349</td>
<td>0.0012%</td>
</tr>
<tr>
<td>RM07R</td>
<td>381689</td>
<td>37464962</td>
<td>0.0257%</td>
</tr>
<tr>
<td>epb3</td>
<td>84617</td>
<td>463625</td>
<td>0.0065%</td>
</tr>
<tr>
<td>qcdRealPart</td>
<td>49152</td>
<td>1916928</td>
<td>0.0793%</td>
</tr>
<tr>
<td>crashbasis</td>
<td>160000</td>
<td>1750416</td>
<td>0.0068%</td>
</tr>
<tr>
<td>Hamrle3</td>
<td>1447360</td>
<td>5514242</td>
<td>0.0003%</td>
</tr>
<tr>
<td>HV15R</td>
<td>2017169</td>
<td>283073458</td>
<td>0.0070%</td>
</tr>
<tr>
<td>lung2</td>
<td>160000</td>
<td>1750416</td>
<td>0.0068%</td>
</tr>
<tr>
<td>ML_Geer</td>
<td>1504002</td>
<td>110686677</td>
<td>0.0049%</td>
</tr>
<tr>
<td>pre2</td>
<td>659033</td>
<td>5834044</td>
<td>0.0013%</td>
</tr>
<tr>
<td>twotone</td>
<td>120750</td>
<td>1206265</td>
<td>0.0083%</td>
</tr>
</tbody>
</table>

6.2. Data movement experiments. In this section, we run a variety of performance tests on matrices of various sparsity patterns and levels coming both from...
real applications [16] and from test sets we artificially constructed. The tests were performed on a shared memory machine with 8 Intel Xeon E7-4870 2.4GHz processors, each with 10 cores (i.e., a total of 80 CPU cores) and a total of 1 terabyte main memory. Each processor has 30 megabytes of L3 cache (3 megabytes per core). Experiments were run in serial. Using compiled Trilinos codes [2], we compare performance of large sparse operators being applied to blocks of vectors of varying block sizes. For each matrix $A$, we compare multiplying the matrix times the entire block versus multiplying the matrix times each vector individually. For each matrix, the experiment is repeated for the projected operator $(I - CC^*)A$ for subspaces $\mathcal{U}$ of different dimensions. Before each test was performed, a block matrix-vector product was executed so that any prefetching of data into the cache would occur before the start of the test and thus not interfering with our measurements.

Performance is measured in multiple ways. First, each experiment is performed 100 times and the average time in seconds for those experiments is taken. Second, we compiled the Intel Performance Counter Monitor (PCM) libraries [1] and inserted appropriate function calls into our test code, and these were used to take measurements directly from the processor for each experiment. Namely, the PCM allows one to measure bytes read by the processor, the percentage of cache hits, and the number of cache misses occurring during the experiment. A cache hit refers to the instance that a wanted piece of data is already stored in cache on the processor, increasing the speed of access. A cache miss is when a wanted piece of data is not on the cache and thus must be accessed from main memory, causing a delay due to data movement needs. In our experiments, we demonstrate that often, the sparse matrix times a dense block of vectors has superior performance when measured in these cache- and data-related metrics over the sparse matrix-vector product.

In our first set of experiments, we take measurements for fifteen sample matrices arising in a variety of applications, downloaded from [16]. We begin by taking measurements for just the application of the matrix to various sizes of block vectors. In Table 6.1, names and relevant characteristics of the matrices are shown. In Figure 6.5, comparisons of cache misses for single- and block-matvecs are shown for block sizes between 2 and 20. In Figure 6.6, average timings are shown for the same experiments. In Figure 6.7, we compare the ratio of the time take to multiply the matrix times a block of vectors to the time taken to multiply times just one vector. This demonstrates that it is often the case that multiplying times $L$ vectors is not $L$-times as expensive as multiplying times a single vector. In these experiments, we see the greatest computational benefit for larger matrices, which is when a matvec becomes an I/O-bound operation, i.e., the rate at which data is used is faster than the rate at which it is retrieved. If one compares the matrix sizes from Table 6.1 against the data in Figures 6.5–6.7, one sees that the greatest performance difference in the two experiments is for the matrices with the largest number of nonzeros ($\text{ML\_Geer}$, $\text{CoupCons3D}$, etc.). For small matrices (e.g., $\text{epb3}$) one observes hardly any difference. This confirms that using block operations would likely only provides benefit for large matrices. We note that we can transfer these results to the parallel setting, where we instead consider the situation that the part of the matrix stored on a specific node is large with respect to the L3 cache size. Note that Figure 6.11 illustrates this relationship; the figures further down and to the right show increasingly larger differences in cache misses between the two experiments.

We then took the same measurements but for the projected operator $(I - P)A$. We show below experiments for the case that $\dim \mathcal{C} = 10$. We also performed the same
experiments for \( \dim C = 50 \) and \( \dim C = 100 \), but the results were not substantially different from those shown. We see in all three experiments that the cache efficiencies observed for applying the matrix to blocks of vectors is diminished when a projector is composed with the operator. In Figures 6.8 and 6.9, we see that for many matrices, there is similar performance, in terms of timings and numbers of cache misses, whether the matrix is applied to the full block or to each vector in the block individually. In some cases, one-at-a-time application is actually superior. We also again show the ratio between time taken to multiply the projected matrix times a block of vectors versus multiplying times just one vector. In this experiment, we investigated whether there was much difference whether one uses modified Gram-Schmidt or multiple passes of classical Gram-Schmidt (DGKS) [14].

This experience is important when considering the performance of a block recycled GMRES method as compared to standard block GMRES. The cache-efficiency benefits of block methods does not always extend to the orthogonalization routines tested in this paper. Thus it may be more appropriate to compare the performance of block GMRES and recycled block GMRES for total search space dimension being approximately the same, so that the number of orthogonalization is equivalent for both methods.

In our second set of experiments, we repeat the same tests but for some large, sparse, banded matrices. These were constructed in Matlab using \texttt{rand()} and \texttt{spdiags()}. We constructed matrices with dimensions of \( 10^4, 10^5, 10^6, \) and \( 10^7 \). The matrices with banded sizes of 4, 10, 20, 30, 40, and 50 were constructed. Block sizes tested were the even integers in the interval \([2, 20]\). As the previous experiments demonstrated that there is a great loss of cache efficiency when applying the projected operator, we restrict these experiments to the case of the unprojected operator. In Figure 6.11, we compare the number of cache misses encountered when applying the matrices to a block of vector at once versus to the same block one column at-a-time. In Figure 6.12 we compare average timings for the same two cases. In Figure 6.13, we calculate the ratio between the average time taking to apply each operator to a block of vectors versus applying it to a single vector. This to a large extent indicates how much more expensive an iteration (dominated by the cost of the matrix-vector product) will be for a block method versus the single-vector version of that method. We see again for these artificially constructed sparse matrices that we benefit from data movement efficiency for block methods. Furthermore, because the structures of these matrices is precisely known, it is easier to compare results for different matrices in this group.

7. **Discussion and conclusions.** We chose to restrict the experiments in Section 6.2 to the matrix-vector product. We focus on the performance of the application of \( A \) and of \( (I - P) \) as they are two of the most dominant costs in Algorithm 4.1. Many of the other operations are dense matrix-matrix operations with already confirmed cache efficiency characteristics. In particular, we use the Householder transformation block storage and application strategy of Gutknecht and Schmelzer [27] which means application of the previous Householder transformations is also a matrix-matrix operation. Thus the experiments presented in Section 6.2 are analogous to per iteration costs of our method, and for the unprojected operator any block method; see, e.g., [9].

A C++ implementation of Algorithm 4.1 is available as a part of the Belos package of Trilinos [47], and a Matlab implementation is available at [48]. Furthermore, as we have only shown a small subset of the data coming from our performance results, we
also provide tables containing the full, raw performance results as a supplement to this paper.
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Fig. 6.5. For the fifteen different matrices from Table 6.1, a comparison of cache misses for the matrix applied to different sizes of vector blocks both all-at-once (black lines) and one-at-a-time (gray lines). The horizontal axes show block size and the vertical axes show number of cache misses per 100 executions of the experiment.
Fig. 6.6. For the fifteen different matrices from Table 6.1, a comparison average timings (in seconds) for the projected matrix applied to different sizes of vector blocks both all-at-once (black lines) and one-at-a-time (gray lines). The horizontal axes show block size and the vertical axes show the average time in seconds required for each experiment.
Fig. 6.7. For the fifteen different matrices from [16], the ratio of the average time taken to apply the matrix to different sizes of vector blocks versus to a single vector. The horizontal axes show block size and the vertical axes show the ratio for each block.
Fig. 6.8. For the fifteen different matrices from Table 6.1, a comparison of cache misses for the projected matrix $(I - CC^*)A$ applied to different sizes of vector blocks both all-at-once (black lines) and one-at-a-time (gray lines). The projector was applied using a modified Gram-Schmidt algorithm, and $C \in \mathbb{R}^{n \times 100}$. The horizontal axes show block size and the vertical axes show number of cache misses per 100 executions of the experiment.
Fig. 6.9. For the fifteen different matrices from [16], a comparison average timings (in seconds) for the projected matrix $(I - CC^*)A$ applied to different sizes of vector blocks both all-at-once (black lines) and one-at-a-time (gray lines). The projector was applied using a modified Gram-Schmidt algorithm, and $C \in \mathbb{R}^{n \times 100}$. The horizontal axes show block size and the vertical axes show the average time in seconds required for each experiment.
Fig. 6.10. For the fifteen different matrices from [16], the ratio of the average time taken to apply the matrix to different sizes of vector blocks versus to a single vector for the projected operator $(I - CC^*)A$. The projector is applied using either a modified Gram-Schmidt algorithm (black line) or multiple passes of classical Gram-Schmidt (gray line), and $C \in \mathbb{R}^{n \times 100}$. The horizontal axes show block size and the vertical axes show the ratio for each block size.
Fig. 6.11. For banded matrices of different dimensions, a comparison cache misses for the matrix applied to different sizes of vector blocks both all-at-once (black lines) and one-at-a-time (gray lines). The horizontal axes show block size and the vertical axes show number of cache misses per 100 executions of the experiment.
Fig. 6.12. For banded matrices of different dimensions, a comparison average timings (in seconds) for the projected matrix applied to different sizes of vector blocks both all-at-once (black lines) and one-at-a-time (gray lines). The horizontal axes show block size and the vertical axes show the average time in seconds required for each experiment.
Fig. 6.13. For banded matrices of different dimensions, the ratio of the average time taken to apply the matrix to different sizes of vector blocks versus to a single vector. The horizontal axes show block size and the vertical axes show the ratio for each block.