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Abstract. The use of a constraint (indefinite) preconditioner for the iterative solution of the linear system arising from the finite element discretization of coupled Stokes-Darcy flow is studied. Spectral and field-of-values bounds for the preconditioned system which are independent of the underlying mesh size are presented. Numerical experiments on several two- and three-dimensional problems illustrate the effectiveness of our approach.


1. Introduction. The coupled Stokes-Darcy model is an important set of partial differential equations (p.d.e.s) which describes the interaction between free flow and porous media flow. In one subregion of the domain, a freely flowing fluid moves according to the Stokes equations and in the other region, the flow is governed by Darcy’s law. The equations are coupled together by conditions across the interface of the two subregions. Physically, the model can represent a freely flowing fluid over a porous medium, or other phenomena such as certain filtration processes. For further examples of the various application areas of the coupled Stokes-Darcy model, see, e.g., [12] and the references therein.

A customary approach for the numerical solution of the coupled Stokes-Darcy problem is by the finite element method; see e.g., [10, 11, 12, 17, 27]. Here, we consider solving the fully coupled system in an all-at-once approach, as was considered, for instance, in [10, 11]. This is in contrast to other approaches that decouple the two systems. In the decoupled approach, the Stokes and Darcy equations are solved as separate sub-problems with appropriate conditions for updating and exchanging information across the interface of the two subregions, see, e.g., [22, 24]. One main benefit of decoupling the system is that rather than solving one large system, two smaller subproblems are solved for which well-known, fast solution methods exist. However, the reason we use the all-at-once approach is that it more accurately models the underlying physics of the problem. As we shall see, one can take advantage of the fast solvers for the subproblems with the appropriate preconditioning implementation.

At the core of obtaining the finite element solution for the fully coupled Stokes-Darcy system, a large, sparse linear system of saddle point form must be solved. Saddle point matrices are an important class of matrices that arise in a wide variety of computational science and engineering applications; see [5] for a detailed list. The fact that these saddle point matrices are large and sparse makes them amenable to solution by Krylov subspace iterative methods; see, e.g., [33]. A fundamental property of saddle point matrices is that they are indefinite, having both positive and negative eigenvalues. A preconditioner for the Krylov subspace method of choice is essential for convergence in a reasonable number of iterations and time.
Here, we want to study the solution of the fully coupled, non-symmetric system using preconditioned GMRES with a constraint (or indefinite) preconditioner. Standard block diagonal and block lower triangular preconditioners have been considered for the Stokes-Darcy system in [10]. There, the authors used the norm-equivalence theory of [23] and proved that the spectra of the preconditioned operators with these two types of preconditioners was bounded independently of the mesh width. Furthermore, the numerical experiments in [10] demonstrate mesh-independent convergence of the GMRES algorithm for these preconditioners in two-dimensional problems.

The constraint (indefinite) preconditioner we are proposing mimics the structure of the original saddle point system, and has been analyzed, for example, in [20,26,32]. This type of preconditioner is often referred to as a constraint preconditioner due to its use in p.d.e-constrained optimization problems, where the matrices defining the constraints are included in the preconditioner. In this paper, we extend the results of [23] to constraint preconditioners, namely, we prove that constraint preconditioners are norm- and field-of-values-equivalent to the coupled Stokes-Darcy system. By the field-of-values- (f.o.v.-) equivalence theory of [23], the number of GMRES iterations to converge for the constraint preconditioned Stokes-Darcy operator is bounded independently of the mesh width.

The application of this constraint preconditioner entails the solution of (smaller) linear systems. These smaller sub-systems can be solved exactly using a direct method like an LU or QR decomposition. Exact methods are effective for two-dimensional coupled flow problems where the bandwidth of the block matrices is not that large. We remark that the f.o.v.-analysis for constraint preconditioners holds only for exact block solves. However for large systems, especially those from three-dimensional calculations, one needs to solve these intermediate systems inexact, i.e., up to an inner tolerance using an iterative method. We show that by using multigrid methods [9,18], our spectral analysis is maintained and though f.o.v-equivalence in this case is lost, the overall method with an inexact version of the preconditioner is still effective.

The paper is structured as follows. In section 2, we review the governing equations of the coupled Stokes-Darcy model along with the corresponding weak form. We then review the derivation of the linear system of interest to be solved. Section 3 introduces the preconditioners to be considered and in addition, we prove that the use of a constraint preconditioner leads to residual convergence rates that are independent of the mesh width. In Section 4, we discuss the inexact implementation of the preconditioners. Section 5 contains the numerical experiments illustrating our theoretical analysis and showing that constraint preconditioner can indeed be an effective tool. Section 6 contains the concluding remarks.

2. The coupled Stokes-Darcy Model. We consider the coupled flow problem on a computational domain $\Omega$ partitioned into two non-overlapping domains $\Omega_1$ and $\Omega_2$ separated by a polygonal interface $\Gamma_{12}$; see Figure 2.1. The flow in $\Omega_1$ is described by the Stokes equations

$$
- \nabla \cdot (2\nu D(u_1) - p_1 I) = f_1, \quad \text{in } \Omega_1, \\
\nabla \cdot u_1 = 0, \quad \text{in } \Omega_1, \\
u_1 = 0, \quad \text{on } \Gamma_1 = \partial \Omega_1 \cap \partial \Omega.
$$

(2.1)

The velocity and pressure in $\Omega_1$ are denoted by $u_1$, $p_1$, respectively. The coefficient $\nu > 0$ is the kinematic viscosity, the function $f_1$ is an external force acting on the fluid, $I$ is the identity matrix, and $D(u_1) = \frac{1}{2}(\nabla u_1 + \nabla u_1^T)$ is the rate of strain tensor.
The boundary of the porous medium $\Gamma_2 = \partial \Omega \cap \partial \Omega_2$ is partitioned into disjoint parts $\Gamma_{2N}$ and $\Gamma_{2D}$, the Dirichlet and Neumann boundaries, respectively, with the condition $|\Gamma_{2D}| > 0$, i.e., that the Dirichlet portion of the boundary has positive measure. The flow in $\Omega_2$ is modeled by Darcy’s Law

\begin{align}
-\nabla \cdot \mathbf{K} \nabla p_2 &= f_2, \quad \text{in } \Omega_2, \quad (2.2a) \\
p_2 &= g_D, \quad \text{on } \Gamma_{2D}, \quad (2.2b) \\
\mathbf{K} \nabla p_2 \cdot \mathbf{n}_2 &= g_N, \quad \text{on } \Gamma_{2N}. \quad (2.2c)
\end{align}

The Darcy pressure in $\Omega_2$ is denoted by $p_2$. The Darcy velocity $\mathbf{u}_2$ is obtained by numerically differentiating the Darcy pressure

$$\mathbf{u}_2 = -\mathbf{K} \nabla p_2, \quad \text{in } \Omega_2. \quad (2.3)$$

The symmetric positive definite matrix $\mathbf{K}$ represents the hydraulic conductivity of the fluid in the porous medium and the vector $\mathbf{n}_2$ denotes the outward unit normal vector to $\Gamma_{2N}$. We consider isotropic flow in the porous medium so that $\mathbf{K} = \kappa \mathbf{I}$ for some constant $\kappa$. The model is completed by specifying the following coupling (interface) conditions on $\Gamma_{12}$. Let $\mathbf{n}_{12}$ and $\mathbf{\tau}_{12}$ denote the unit normal vector directed from $\Omega_1$ towards $\Omega_2$ and unit tangential vector to the interface, respectively. The interface conditions are

\begin{align}
\mathbf{u}_1 \cdot \mathbf{n}_{12} &= -\mathbf{K} \nabla p_2 \cdot \mathbf{n}_{12}, \quad (2.4a) \\
(-2\nu D(\mathbf{u}_1) \mathbf{n}_{12} + p_1 \mathbf{n}_{12}) \cdot \mathbf{n}_{12} &= p_2, \quad (2.4b) \\
\mathbf{u}_1 \cdot \mathbf{\tau}_{12} &= -2\nu G(D(\mathbf{u}_1) \mathbf{n}_{12}) \cdot \mathbf{\tau}_{12}, \quad (2.4c)
\end{align}

where (2.4a) ensures mass conservation across the interface, (2.4b) ensures the balance of normal forces across the interface, and (2.4c) is the Beavers-Joseph-Saffman (BJS) law where $G$ is an experimentally determined constant $[4, 31]$. In the numerical experiments that follow we set $G = 1.0$ for 2-D test problems with known smooth solutions. In the case of more practical test problems in 3-D we follow the approach outlined in [4] by defining $G = \frac{\alpha}{\sqrt{\kappa}}$, where the parameter $\alpha$ depends on the nature of the porous medium. In the case of our 3-D examples we set $\alpha = 0.1$, which corresponds to
one of the porous media tested in numerical experiments justifying the BJS condition in [4].

We consider the standard finite element formulation of the coupled Stokes-Darcy system. We first introduce the weak form of (2.1), (2.2), and (2.4). Let

\[ X_1 = \{ \mathbf{v}_1 \in (H^1(\Omega_1))^2 : \mathbf{v}_1 = 0 \text{ on } \Gamma_1 \}, \quad Q_1 = L^2(\Omega_1), \]

be the Stokes velocity and pressure spaces, respectively, and let

\[ Q_2 = \{ q_2 \in H^1(\Omega_2) : q_2 = 0 \text{ on } \Gamma_{2D} \} \]

be the Darcy pressure space. Then the weak formulation becomes: find \( u_1 \in X_1, \ p_1 \in Q_1, \) and \( p_2 \in Q_2 \) such that

\[ a(u_1, p_2; \mathbf{v}_1, q_2) + b(v_1, p_1) = f(\mathbf{v}_1, q_2) \quad \forall \mathbf{v}_1 \in X_1, \forall q_2 \in Q_2, \quad (2.5a) \]

\[ b(u_1, q_1) = 0 \quad \forall q_1 \in Q_1, \quad (2.5b) \]

where

\[ a(u_1, p_2; \mathbf{v}_1, q_2) = a_{\Omega_1}(u_1, \mathbf{v}_1) + a_{\Omega_2}(p_2, q_2) + a_{\Gamma_{12}}(u_1, p_2; \mathbf{v}_1, q_2), \]

\[ b(u_1, q_1) = -\int_{\Omega_1} (\nabla \cdot u_1) q_1 \, dx, \]

and

\[ a_{\Omega_1}(u_1, \mathbf{v}_1) = 2\nu \int_{\Omega_1} D(u_1) : D(v_1) + \frac{1}{G} \int_{\Gamma_{12}} (u_1 \cdot \mathbf{\tau}_{12})(v_1 \cdot \mathbf{\tau}_{12}), \]

\[ a_{\Omega_2}(p_2, q_2) = \int_{\Omega_2} K \nabla p_2 \cdot \nabla q_2, \]

\[ a_{\Gamma_{12}}(u_1, p_2; \mathbf{v}_1, q_2) = \int_{\Gamma_{12}} (p_2 v_1 - q_2 u_1) \cdot n_{12}. \]

The right hand side is

\[ f(\mathbf{v}_1, q_2) = \int_{\Omega_1} f_1 \cdot \mathbf{v}_1 + \int_{\Omega_2} f_2 q_2 + \int_{\Gamma_{2N}} g_N q_2. \quad (2.7) \]

In addition, we introduce the following norms

\[ \| (p_2, u_1) \|_{Q_2 \times X_1} = \left( \| K^{1/2} p_2 \|_{H^1(\Omega_2)}^2 + \| D(u_1) \|_{L^2(\Omega_1)}^2 \right)^{1/2}, \quad (2.8a) \]

\[ \| p_1 \|_{Q_1} = \| p_1 \|_{L^2(\Omega_1)}, \quad (2.8b) \]

which are used in the analysis in Section 3. We refer the reader to [11] and references therein for further details on the weak formulation of the coupled problem. The finite element discretization of (2.5) proceeds by choosing conforming finite element spaces \( X_1^h \subset X_1 \) and \( Q_1^h \subset Q_1 \) satisfying the discrete inf-sup condition to approximate the Stokes velocity and pressure, respectively. Examples include the MINI finite element spaces [2] or the Taylor-Hood elements [13, 34]. The Darcy pressure is approximated by the finite element space \( Q_2^h \subset Q_2 \). The Darcy pressure space \( Q_2^h \) is chosen to be piecewise continuous polynomials. We note that regardless of the choice of finite
element spaces \((X^h_1, Q^h_1, Q^h_2)\) the discrete version of (2.5) is the following system of equations

\[
A \mathbf{x} = \begin{bmatrix} A_{\Omega_2} & A_{\Gamma_{12}}^T & 0 \\ -A_{\Gamma_{12}} & A_{\Omega_1} & B^T \\ 0 & B & 0 \end{bmatrix} \begin{bmatrix} p_2 \\ u_1 \\ p_1 \end{bmatrix} = \begin{bmatrix} f_{2,h} \\ f_{1,h} \\ g_h \end{bmatrix} = \mathbf{b},
\]

(2.9)

where the blocks \(A_{\Omega_1}, A_{\Omega_2}\) correspond to the discretized versions of the bilinear forms \(a_{\Omega_1} (\cdot, \cdot)\) and \(a_{\Omega_2} (\cdot, \cdot)\), respectively, \(B\) corresponds to the discretized version of the mixed bilinear form \(b(\cdot, \cdot)\), and \(A_{\Gamma_{12}}\) and its transpose correspond to a discretized version of the bilinear form \(a_{\Gamma_{12}} (\cdot, \cdot)\). In addition, as the mesh width is decreased, the size of the matrix \(A\) increases.

Setting

\[
A = \begin{bmatrix} A_{\Omega_2} & A_{\Gamma_{12}}^T \\ -A_{\Gamma_{12}} & A_{\Omega_1} \end{bmatrix}, \quad C = \begin{bmatrix} 0 & B \end{bmatrix},
\]

(2.10)

it is easy to see that the system of equations (2.9) is of saddle point form (see, e.g., [5]).

In the discrete case, when \(p_2, u_1,\) and \(p_1\) are the vectors of coefficients for the finite element basis functions, we have the corresponding discrete norms

\[
\| (p_2, u_1) \|_{Q^h_2 \times X^h_1} = \left( \langle p_2, p_2 \rangle_{A_{\Omega_2}} + \langle u_1, u_1 \rangle_{A_{\Omega_1}} \right)^{1/2},
\]

(2.11a)

\[
\| p_1 \|_{Q^h_1} = \left( \langle p_1, q_1 \rangle \right)^{1/2}_{M_p},
\]

(2.11b)

where \(\langle v, v \rangle_H = \langle H v, v \rangle = v^T H v = \| v \|_H^2\) for a symmetric positive definite matrix \(H\), and \(M_p\) denotes the mass matrix for the Stokes pressure space. Note that when \(H = I\) we recover the standard Euclidian inner product whose induced matrix norm is denoted by \(\| \cdot \|_2\). This vector norm induces the following matrix norm for matrices \(M \in \mathbb{R}^{m \times n}\)

\[
\| M \|_H = \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{\| M v \|_H}{\| v \|_H}.
\]

(2.12)

A more general definition for the norm of a matrix is given in Definition 3.3.

The existence and uniqueness of the solution of the weak problem (2.5) comes from the theory of Brezzi-Fortin [7, 8]. For proofs that the bilinear forms and linear functionals in (2.5) satisfy the necessary and sufficient conditions to apply the Brezzi-Fortin theory; see [12] for the continuous finite element case and [27] for discontinuous Galerkin methods.

We remark that if the standard continuous Galerkin (CG) method is used to solve for the flow in both the Stokes and Darcy regions, then the matrices \(A_{\Omega_1}, A_{\Omega_2}\) are both symmetric and positive definite. However, due to the interface block \(A_{\Gamma_{12}}\), the \((1, 1)-\)block, \(A\), of the saddle point matrix \(A\) is non-symmetric. It is possible to maintain symmetry of the system matrix by scaling the second row of the block matrix \(A\) in (2.9). This gives a symmetric but indefinite matrix \(A\), which could be solved by MINRES [25]. However, since MINRES requires a symmetric positive definite preconditioner and constraint preconditioners are indefinite, we do not consider this option here. Furthermore, one could also model the flow in the Darcy region using a non-symmetric discontinuous Galerkin (DG) method, as proposed in [11], in which case the matrix \(A_{\Omega_2}\) is nonsymmetric, making \(A\) nonsymmetricizable.
3. Preconditioning. To determine the discrete Stokes velocity, Stokes pressure, and Darcy pressure we solve the large, sparse, and non-symmetric saddle point matrix $A$ with preconditioned GMRES [30]. We consider the following preconditioners

$$
P_+ = \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ 0 & A_{\Omega_1} & 0 \\ 0 & 0 & M_p \end{bmatrix}, \quad P_{T_1}(\rho) = \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ 0 & A_{\Omega_1} & 0 \\ 0 & B & -\rho M_p \end{bmatrix},
$$

$$
P_{T_2}(\rho) = \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ -A_{\Gamma_{12}} & A_{\Omega_1} & 0 \\ 0 & B & -\rho M_p \end{bmatrix}, \quad P_C(\rho) = \begin{bmatrix} A_{\Omega_2} & A_{\Gamma_{12}}^T & 0 \\ -A_{\Gamma_{12}} & A_{\Omega_1} & 0 \\ 0 & B & -\rho M_p \end{bmatrix},
$$

where $M_p$ is the mass matrix coming from the Stokes pressure space. This matrix is spectrally equivalent to the Schur complement of the Stokes operator [13].

These preconditioners were examined in [10] and are standard block diagonal and block triangular preconditioners. Moreover, utilizing the theory established in [23], Cai, Mu, and Xu [10] showed that the preconditioned operator $P^{-1}A$, with $P$ of the above form has a spectrum that is bounded independently of the mesh width, or equivalently, of the order of the matrix, in the finite element discretization.

However, constraint preconditioners (see, e.g., [20, 26, 32]) were not addressed in [10]. We consider the following two constraint preconditioners, which we denote generically as $P_{\text{con}}$.

$$
P_{\text{conD}} = \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ 0 & A_{\Omega_1} & B^T \\ 0 & B & 0 \end{bmatrix}, \quad P_{\text{conv}} = \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ -A_{\Gamma_{12}} & A_{\Omega_1} & B^T \\ 0 & B & 0 \end{bmatrix}
$$

The theory presented in [23] briefly mentions constraint preconditioners and therefore we extend this theory by first proving norm-equivalence of $P_{\text{con}}$ to the operator $A$ and then proving the stronger result that $P_{\text{con}}$ is f.o.v. equivalent to the operator $A$.

Recall the saddle point system (2.10). Here, we consider $A \in \mathbb{R}^{n_1 \times n_1}, C \in \mathbb{R}^{n_2 \times n_1}$. It is assumed that the matrix $A \in \mathbb{R}^{n \times n}$ satisfies the following stability conditions

$$
\begin{align}
\max_{w \in \mathbb{R}^n \setminus \{0\}} \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{w^T A v}{\|w\|_H \|v\|_H} & \leq c_1, \\
\min_{w \in \mathbb{R}^n \setminus \{0\}} \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{w^T A v}{\|w\|_H \|v\|_H} & \geq c_2,
\end{align}
$$

where $c_1, c_2$ are positive constants independent of $n = n_1 + n_2$, and the matrix $H$ is symmetric, positive definite.

We show next that the constraint preconditioner

$$
P_{\text{con}} = \begin{bmatrix} P & C^T \\ C & 0 \end{bmatrix}
$$

is $H$-norm equivalent (and subsequently $H$-f.o.v equivalent) to the operator $A$, where

$$
H = \begin{bmatrix} H_1 & 0 \\ 0 & H_2 \end{bmatrix}
$$

and $H_1, H_2$ are symmetric positive definite (s.p.d.) matrices. In the context of the coupled Stokes-Darcy problem

$$
H_1 = \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ 0 & A_{\Omega_1} \end{bmatrix}, \quad H_2 = M_p,
$$
Recall the definitions of $H$-norm and $H$-field-of-values-equivalence.

**Definition 3.1.** Two nonsingular matrices $M, N \in \mathbb{R}^{n \times n}$ are $H$-norm-equivalent, $M \sim_H N$, if there exist $\alpha_0, \beta_0$ independent of $n$ such that the following holds for all $x \in \mathbb{R}^n \setminus \{0\}$

$$\alpha_0 \leq \frac{\|Mx\|_H}{\|Nx\|_H} \leq \beta_0.$$  \hspace{1cm} (3.4)

As a consequence, $M \sim_H N$ is equivalent to

$$\|MN^{-1}\|_H \leq \beta_0,$$  \hspace{1cm} (3.5a)

$$\|NM^{-1}\|_H \leq \alpha_0^{-1}.$$  \hspace{1cm} (3.5b)

It can be shown that $H$-norm-equivalence is an equivalence relation, so in particular, if $M \sim_H N$ then $N \sim_H M$, and, if $M \sim_H N$ and $N \sim_H L$ then $M \sim_H L$.

**Definition 3.2.** Two nonsingular matrices $M, N \in \mathbb{R}^{n \times n}$ are $H$-field-of-values-equivalent, $M \approx_H N$, if there exist positive constants $\alpha_0, \beta_0$ independent of $n$ such that the following holds for all $x \in \mathbb{R}^n \setminus \{0\}$

$$\alpha_0 \leq \langle MN^{-1}x, x \rangle_H \leq \beta_0,$$  \hspace{1cm} (3.6)

We remark that f.o.v.-equivalence becomes spectral equivalence if the matrices $M$ and $N$ are symmetric positive definite and $H = I$, see [14, 20].

**Definition 3.3.** Let $M \in \mathbb{R}^{m \times n}$ and $H_1, H_2 \in \mathbb{R}^{n \times n}$ be two s.p.d. matrices, then

$$\|M\|_{H_1, H_2} = \max_{x \in \mathbb{R}^n \setminus \{0\}} \frac{\|Mv\|_{H_2}}{\|v\|_{H_1}}.$$  \hspace{1cm} (3.7)

We state the following lemmas proved by Loghin and Wathen [23].

**Lemma 3.4.** Let (3.1) hold, then $H \sim_{H^{-1}} A$ and $H^{-1} \sim_{H} A^{-1}$, and in particular

$$\|H^{-1}A\|_H = \|AH^{-1}\|_{H^{-1}} \leq c_1,$$  \hspace{1cm} (3.10a)

$$\|A^{-1}H\|_H = \|HA^{-1}\|_{H^{-1}} \leq c_2^{-1}.$$  \hspace{1cm} (3.10b)
LEMMA 3.5. Let (3.1) hold and assume \( \mathcal{P} \sim_{H^{-1}} H \), then
\[
\mathcal{P} \sim_{H^{-1}} \mathcal{A} \quad \text{and} \quad \mathcal{P}^{-1} \sim_{H} \mathcal{A}^{-1}.
\]

LEMMA 3.6. Let (3.1) hold then \( \|A\|_{H_1,H_1^{-1}} \leq c_1 \), \( \|C\|_{H_1,H_2^{-1}} \leq c_1 \).

LEMMA 3.7. Let (3.1) hold. If there exists \( c_3 \) independent of \( n \) such that
\[
\min_{w \in \mathbb{R}^n \setminus \{0\}} \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{w^T Aw}{w^T H_1 w} \geq c_3,
\]
then \( S = CA^{-1}C^T \), the negative Schur complement, satisfies \( S \sim_{H_2^{-1}} H_2 \) and \( H_2^{-1} \sim_{H_2} S^{-1} \). Hence, there exists \( c_4 \) independent of \( n \) such that \( \|S^{-1}\|_{H_2^{-1},H_2} \leq c_4 \).

It is worth noting that if \( A \) is replaced by an approximation \( \hat{A} \) then the previous lemma still holds for the corresponding approximate Schur complement, \( \hat{S} = C\hat{A}^{-1}C^T \).

LEMMA 3.8. \( \|M\|_{H_1,H_2^{-1}} = \|M^T\|_{H_2,H_2^{-1}} \).

We now present a new theorem on the norm-equivalence of constraint preconditioners.

THEOREM 3.9. Let \( \mathcal{P}_{con} \) be defined as in (3.2), \( H \) be as in (3.3), and let (3.1) and the hypotheses of Lemma 3.7 hold. If \( P \sim_{H_1^{-1}} H_1 \), then \( \mathcal{P}_{con} \sim_{H} \mathcal{A} \) and \( \mathcal{P}_{con}^{-1} \sim_{H} \mathcal{A}^{-1} \).

Proof. By Lemma 3.6 all we need to show is that \( \mathcal{P}_{con} \sim_{H} H \). To prove the above equivalence we bound both \( \|\mathcal{P}_{con}H^{-1}\|_{H^{-1}} = \|H^{-1/2}\mathcal{P}_{con}H^{-1/2}\|_2 \) and \( \|HP_{con}^{-1}\|_{H^{-1}} = \|H^{1/2}P_{con}^{-1}H^{1/2}\|_2 \). By the assumption that \( P \sim_{H_1^{-1}} H_1 \) we know there exist positive \( \alpha_1, \beta_1 \), such that \( \|PH_1^{-1}\|_{H_1^{-1}} \leq \beta_1 \) and \( \|H_1P^{-1}\|_{H_1^{-1}} \leq \alpha_1^{-1} \). Now consider
\[
H^{-1/2}\mathcal{P}_{con}H^{-1/2} = \begin{bmatrix}
H_1^{-1/2}PH_1^{-1/2} & H_1^{-1/2}C^TH_2^{-1/2} \\
H_2^{-1/2}C_1^{-1/2} & 0
\end{bmatrix}.
\]

We can bound the 2-norm of the above matrix as follows
\[
\|H^{-1/2}\mathcal{P}_{con}H^{-1/2}\|_2 \leq \|H_1^{-1/2}PH_1^{-1/2}\|_2 + \|H_2^{-1/2}CH_1^{-1/2}\|_2 + \|H_1^{-1/2}C^TH_2^{-1/2}\|_2 \\
= \|PH_1^{-1}\|_{H_1^{-1}} + \|C\|_{H_1,H_2^{-1}} + \|C^T\|_{H_2,H_1^{-1}} \\
\leq \beta_1 + c_1 + c_1.
\]

The first inequality is a result of expressing the block matrix as a sum of three matrices. The equality in the second line is obtained using (3.7) and Lemma 3.8. Lastly, the final bound comes from (3.1) (cf. Lemma 3.6) and the fact that \( \|PH_1^{-1}\|_{H_1^{-1}} \leq \beta_1 \).

The inverse of \( \mathcal{P}_{con} \) is
\[
\mathcal{P}_{con}^{-1} = \begin{bmatrix}
P^{-1} + P^{-1}C^TS^{-1}C^{-1}P^{-1} & -P^{-1}C^TS^{-1} \\
-S^{-1}CP^{-1} & S^{-1}
\end{bmatrix},
\]
and therefore
\[
H^{1/2}\mathcal{P}_{con}^{-1}H^{1/2} = \begin{bmatrix}
H_1^{1/2}(P^{-1} + P^{-1}C^TS^{-1}C^{-1}P^{-1})H_1^{1/2} & -H_1^{1/2}(P^{-1}C^TS^{-1})H_2^{1/2} \\
-H_2^{1/2}(S^{-1}CP^{-1})H_1^{1/2} & H_2^{1/2}S^{-1}H_2^{1/2}
\end{bmatrix}.
\]
Hence, $\|H^{1/2}P^{-1}H^{1/2}\|_2$ can be bounded by bounding from above the five terms

\[(I) = \|H_1^{1/2}P^{-1}H_1^{1/2}\|_2,\]
\[(II) = \|H_1^{1/2}P^{-1}C^TS^{-1}CP^{-1}H_1^{1/2}\|_2,\]
\[(III) = \|H_1^{1/2}P^{-1}C^TS^{-1}H_2^{1/2}\|_2,\]
\[(IV) = \|H_2^{1/2}S^{-1}CP^{-1}H_1^{1/2}\|_2,\]
\[(V) = \|H_2^{1/2}S^{-1}H_2^{1/2}\|_2.\]

Recall that

\[(I) = \|H_1P^{-1}\|_{H^{-1}} \leq \alpha_1^{-1},\]
and by Lemma 3.7

\[(V) = \|S^{-1}\|_{H^{-1},H_2} \leq c_4.\]

Further note that

\[(II) = \|H_1^{1/2}P^{-1}H_1^{1/2}H_2^{-1/2}C^TH_2^{1/2}H_1^{1/2}H_2^{-1/2}S^{-1}H_2^{1/2}H_2^{-1/2}CH_1^{-1/2}H_1^{1/2}P^{-1}H_1^{1/2}\|_2\]
\[\leq \|H_1^{1/2}P^{-1}H_1^{1/2}\|_2\|H_2^{-1/2}\|_2\|H_1^{1/2}C^TH_2^{-1/2}\|_2\|H_2^{1/2}S^{-1}H_2^{1/2}\|_2\|H_2^{-1/2}CH_1^{-1/2}\|_2\|H_1^{1/2}P^{-1}H_1^{1/2}\|_2\]
\[\leq \alpha_1^{-1}c_1c_4c_1^{-1}.\]

The terms (III) and (IV) are then bounded in a similar manner.

With the aid of the previous theorem we show the following result on the \(H\)-f.o.v.-equivalence between \(P_{\text{con}}\) and \(A\).

**Theorem 3.10.** Let \(A, P_{\text{con}}\) be defined as in (2.10), (3.2), respectively. Furthermore let (3.1) and the hypotheses of Lemma 3.7 hold. Let

\[H = \begin{bmatrix} \rho H_1 & 0 \\ 0 & H_2 \end{bmatrix}.\]

If \(A \approx_{H^{-1}} P\), then there exists \(\rho_0 > 0\) such that \(A \approx_{H^{-1}} P_{\text{con}}\) for all \(\rho \geq \rho_0\) provided \(\|AP^{-1} - I\|_{H^{-1}} \leq \rho_0^{-1}\).

**Proof.** Since \(A \approx_{H^{-1}} P\) there exist \(\alpha_0, \beta_0\) such that

\[\alpha_0 \leq \frac{\langle AP^{-1}x, x \rangle_{H^{-1}_1}}{\langle x, x \rangle_{H^{-1}_1}} \quad \text{and} \quad \|AP^{-1}\|_{H^{-1}_1} \leq \beta_0.\]

Moreover, f.o.v.-equivalence implies norm-equivalence so that we have \(A \approx_{H^{-1}_1} P\) and due to (3.1), \(A \approx_{H^{-1}_1} H_1\), we have \(P \approx_{H^{-1}_1} H_1\). By Theorem 3.9 \(\|AP_{\text{con}}^{-1}\|_{H^{-1}}\) is bounded from above. The only remaining piece is to show the existence of a lower bound

\[\alpha x^TH^{-1}x \leq x^TH^{-1}AP_{\text{con}}^{-1}x.\] (3.12)

We have that

\[H^{-1}AP_{\text{con}}^{-1} = \begin{bmatrix} \rho H_1^{-1}(AP^{-1} - AP^{-1}C^TS^{-1}CP^{-1} + C^TS^{-1}CP^{-1}) & \rho H_1^{-1}(AP^{-1} - I)C^TS^{-1}H_2^{-1} \\ 0 & H_2^{-1} \end{bmatrix}.\]
Therefore, when $x = [x_1^T, x_2^T]^T$, the product $x^TH^{-1}x$ is
\[ x^TH^{-1}x = x_1^TH_1^{-1}x_1 + x_2^TH_2^{-1}x_2 = \|x_1\|^2_{H_1^{-1}} + \|x_2\|^2_{H_2^{-1}}, \]
and $x^TH^{-1}AP_{con}^{-1}x$ is
\[ \rho(x_1^TH_1^{-1}AP^{-1}x_1 + x_1^TH_1^{-1}(I - AP^{-1})C^T S^{-1}CP^{-1}x_1) + \rho x_2^TH_1^{-1}(AP^{-1} - I)C^T S^{-1}x_2 + x_2^TH_2^{-1}x_2. \] (3.13)
Since $x_2^TH_2^{-1}x_2 = \|x_2\|^2_{H_2^{-1}}$, we establish the desired bound (3.12) by providing lower bounds for the other three terms, namely,
\[
(I) = x_1^TH_1^{-1}AP^{-1}x_1, \\
(II) = x_1^TH_1^{-1}(I - AP^{-1})C^T S^{-1}CP^{-1}x_1, \\
(III) = x_1^TH_1^{-1}(AP^{-1} - I)C^T S^{-1}x_2.
\]
For $(I)$, by the f.o.v.-equivalence $A \approx_{H_1^{-1}} P$, there exists positive $\alpha_0$ such that $x_1^TH_1^{-1}AP^{-1}x_1 \geq \alpha_0\|x_1\|^2_{H_1^{-1}}$. In order to bound $(II)$ from below, first consider the bound on the following absolute value, which is obtained using the Cauchy-Schwarz inequality
\[
|\langle x_1, (I - AP^{-1})C^T S^{-1}CP^{-1}x_1 \rangle_{H_1^{-1}}| \leq \|I - AP^{-1}\|_{H_1^{-1}} \|C^T S^{-1}CP^{-1}\|_{H_1^{-1}} \|x_1\|^2_{H_1^{-1}}.
\]
From (3.7) we have
\[
\|C^T S^{-1}CP^{-1}\|_{H_1^{-1}} = \|H_1^{-1/2}C^T S^{-1}CP^{-1}H_1^{1/2}\|_2 \\
\leq \|H_1^{-1/2}C^T H_2^{-1/2}H_2^{1/2}S^{-1}H_2^{1/2}H_2^{-1/2}CH_1^{-1/2}H_1^{1/2}P^{-1}H_1^{1/2}\|_2 \\
\leq c_1c_2\alpha_1^{-1},
\]
where $c_1, c_2$, and $\alpha_1$ are as in Theorem 3.9.
Choosing $\|I - AP^{-1}\|_{H_1^{-1}} \leq \rho^{-1}$ and by negating the above absolute value we obtain
\[
(II) \geq -\rho^{-1}c_1c_2\alpha_1^{-1}\|x_1\|_{H_1^{-1}}. 
\]
Lastly, for $(III)$ we have that
\[
|x_1^TH_1^{-1}(AP^{-1} - I)C^T S^{-1}x_2| \\
\leq \|(AP^{-1} - I)C^T S^{-1}\|_{H_2^{-1}, H_1^{-1}}\|x_1\|_{H_1^{-1}}\|x_2\|_{H_2^{-1}} \\
\leq \|C^T S^{-1}\|_{H_2^{-1}, H_1^{-1}}\|AP^{-1} - I\|_{H_1^{-1}, H_1^{-1}}\|x_1\|_{H_1^{-1}}\|x_2\|_{H_2^{-1}} \\
\leq \|S^{-1}\|_{H_2^{-1}, H_2^{-1}}\|C^T\|_{H_2, H_1^{-1}}\|AP^{-1} - I\|_{H_1^{-1}, H_1^{-1}}\|x_1\|_{H_1^{-1}}\|x_2\|_{H_2^{-1}} \\
\leq c_1c_4\|AP^{-1} - I\|_{H_1^{-1}}.
\]
Since $\|AP^{-1} - I\|_{H_2^{-1}} \leq \rho^{-1}$, we again negate the above absolute value to obtain a lower bound of the form
\[
(III) \geq -\rho^{-1}c_1c_4. 
\]
Combining these bounds and distributing \( \rho \) in (3.13), we obtain a lower bound of the form

\[
(\rho a_1 - a_2)\|x_1\|^2_{H^{-1}} - a_3\|x_1\|_{H^{-1}}\|x_2\|_{H^{-1}} + \|x_2\|^2_{H^{-1}}.
\]

(3.14)

where \( a_1 = \alpha_0, a_2 = c_1^2 c_4 \alpha_1^{-1} \) and \( a_3 = c_1 c_4 \). By selecting \( \rho := \rho_0 = (1 + a_3^2 + 2a_2)/2a_1 \), (3.14) simplifies to

\[
\frac{1 + a_2^2}{2} \|x_1\|^2_{H^{-1}} - a_3\|x_1\|_{H^{-1}}\|x_2\|_{H^{-1}} + \|x_2\|^2_{H^{-1}}
\]

\[
= \frac{1}{2} \left( \|x_1\|^2_{H^{-1}} + \|x_2\|^2_{H^{-1}} \right) + \frac{a_3^2}{2}\|x_1\|^2_{H^{-1}} - a_3\|x_1\|_{H^{-1}}\|x_2\|_{H^{-1}} + \frac{1}{2}\|x_2\|^2_{H^{-1}}
\]

\[
= \frac{1}{2} \left( \|x_1\|^2_{H^{-1}} + \|x_2\|^2_{H^{-1}} \right) + \frac{1}{2} \left( a_3\|x_1\|_{H^{-1}} - \|x_2\|_{H^{-1}} \right)^2
\]

\[
\geq \frac{1}{2} \left( \|x_1\|^2_{H^{-1}} + \|x_2\|^2_{H^{-1}} \right).
\]

This shows the existence, for \( \rho_0 > 0 \) defined as above, of the desired lower bound (3.12) of the form \( \alpha\|x\|^2_{H^{-1}} \), with \( \alpha = 1/2 \). Therefore, for any \( \rho \geq \rho_0 \), the above result holds. \( \square \)

4. Inexact Preconditioning. The theory of the previous section establishes f.o.v. bounds for the constraint preconditioned Stokes-Darcy system that are independent of the mesh-width when direct methods are used for the block solves. However, obtaining sufficiently resolved numerical solutions requires using small mesh widths, which translates into solving correspondingly larger linear systems. For these large-scale computations, particularly in three-dimensions, using direct methods for the block solves becomes prohibitively expensive. For practical computations, exact solves are replaced with fast, inexact methods that ideally maintain mesh-independent GMRES convergence. To ensure that the proven mesh-independent convergence of the previous section holds, the exact block solves representing the underlying Darcy and Stokes operators are replaced with spectrally equivalent multigrid operators. Recall that two symmetric, positive definite matrices \( M \) and \( N \) are spectrally equivalent if there exist positive constants \( \alpha, \beta \) such for all \( x \neq 0 \)

\[
\alpha < \frac{\langle Mx, x \rangle}{\langle Nx, x \rangle} < \beta.
\]

(4.1)

The notion of spectral equivalence is important in establishing the mesh-independent convergence of multigrid methods for self-adjoint problems, e.g., [15] [28]. As a consequence of this theory, the exact (direct) methods for the block solves in the preconditioners can be replaced by spectrally equivalent multigrid methods and still maintain the mesh-independent spectral properties. Here, we consider algebraic multigrid (AMG) methods; see, e.g., [6] [15] [28].

Specifically, we replace the inverse of \( P \) in the constraint preconditioner with the approximation

\[
\tilde{P}^{-1} = \begin{bmatrix}
\tilde{A}_{\Omega_2}^{-1} & 0 \\
0 & \tilde{A}_{\Omega_1}^{-1}
\end{bmatrix},
\]

(4.2)

where \( \tilde{A}_{\Omega_2}^{-1}, \tilde{A}_{\Omega_1}^{-1} \) are AMG methods. Recall that for the case of continuous finite element basis functions, the matrices \( A_{\Omega_1} \) and \( A_{\Omega_2} \) are s.p.d.
Note that if $\hat{A}_i$ is spectrally equivalent to $A_i$, for each $i$, then $\hat{P}$ is spectrally equivalent to $P$. Then, by the change of variables $x = \hat{P}^{-1}y$, (4.1) becomes a bound for all $y \neq 0$

$$\alpha < \frac{\langle P\hat{P}^{-1}y, \hat{P}^{-1}y \rangle}{\langle y, P^{-1}y \rangle} < \beta. \quad (4.3)$$

In the following theorem we prove that the previous norm-equivalence still holds between $A$ and a constraint preconditioner of the form

$$\hat{P}_{\text{con}} = \begin{bmatrix} \hat{P} & C^T \\ C & 0 \end{bmatrix}, \quad (4.4)$$

where $\hat{P}$ corresponds to the preconditioner defined in (4.2). This is the inexact analogue of Theorem 3.9.

**Theorem 4.1.** Let $A$, $\hat{P}_{\text{con}}$ be defined as in (2.10), (4.4), respectively. Additionally, let (3.1) hold and the hypotheses of Lemma 3.7 hold but with $A$ replaced by $\hat{P}$. Let $H$ be defined as in Theorem 3.9. If $\hat{P}$ is spectrally equivalent to $P$, then the results of Theorem 3.9 remain true with $P = \hat{P}$.

**Proof.** Similar to the proof of Theorem 3.9 we establish $H^{-1}$-norm-equivalence of $A$ to $\hat{P}_{\text{con}}$ by showing that $A \sim_{H^{-1}} \hat{P}$. Recall that $A \sim_{H^{-1}} P$. We need only show that $P \sim_{H^{-1}} \hat{P}$ as the desired norm-equivalence follows by transitivity. Thus, we provide upper and lower bounds on the term $\|P\hat{P}^{-1}\|_{H^{-1}}$ (cf. Definition 3.1).

Using the spectral equivalence of $\hat{P}$ with $P$, we show there exist mesh-independent upper and lower bounds on $\|P\hat{P}^{-1}\|_{H^{-1}}$. By (4.3), we have

$$\alpha < \frac{\langle P\hat{P}^{-1}x, \hat{P}^{-1}x \rangle}{\langle x, P^{-1}x \rangle} = \frac{\langle P\hat{P}^{-1}x, P\hat{P}^{-1}x \rangle_{H^{-1}}}{\langle x, x \rangle_{H^{-1}}} < \beta.$$

Note that

$$\sup_{x \neq 0} \frac{\langle P\hat{P}^{-1}x, P\hat{P}^{-1}x \rangle_{H^{-1}}}{\langle x, x \rangle_{H^{-1}}} = \|P\hat{P}^{-1}\|_{H^{-1}}.$$ 

Spectral equivalence of two matrices, also implies spectral equivalence of their inverses, thus, there are mesh-independent bounds for the term

$$\frac{\langle x, P^{-1}x \rangle}{\langle x, \hat{P}^{-1}x \rangle}.$$

As a result, $\|P\hat{P}^{-1}\|_{H^{-1}}$ is bounded both above and below independently of the mesh width. Hence, $A \sim_{H^{-1}} \hat{P}$. □

In order to apply the constraint preconditioner inexactly and in a manner consistent with the above theorem, we utilize the following block factorization

$$\mathcal{P}_{\text{con}}^{-1} = \begin{pmatrix} I & 0 & 0 \\ 0 & I & 0 \\ 0 & BA_{\Omega_2}^{-1} & I \end{pmatrix} \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ 0 & A_{\Omega_1} & 0 \\ 0 & S & 0 \end{bmatrix} \begin{pmatrix} I & 0 & 0 \\ 0 & I & A_{\Omega_1}^{-1}B^T \\ 0 & 0 & I \end{pmatrix}^{-1}$$

$$= \begin{bmatrix} I & 0 & 0 \\ 0 & I & -A_{\Omega_1}^{-1}B^T \\ 0 & 0 & I \end{bmatrix} \begin{bmatrix} A_{\Omega_2}^{-1} & 0 & 0 \\ 0 & A_{\Omega_1}^{-1} & 0 \\ 0 & 0 & S^{-1} \end{bmatrix} \begin{pmatrix} I & 0 & 0 \\ 0 & I & 0 \\ 0 & -BA_{\Omega_1}^{-1} & I \end{pmatrix}.$$
The inexact constraint preconditioner then consists of replacing $A_{\Omega_i}^{-1}$ with an appropriate multigrid solver, which we denote by $\tilde{A}_{\Omega_i}^{-1}$ and the inverse Schur complement $S^{-1}$ with the negative of the spectrally equivalent inverse pressure mass matrix $M_p^{-1}$. One can either invert this matrix, or invert its diagonal to maintain the spectral equivalence. In the numerical experiments, we use the latter approach since a diagonal matrix is trivial to invert.

The action of the above inexact constraint preconditioner on a vector $\mathbf{x} = [x, y, z]^T$ is

$$\mathcal{P}_{\text{con,d}}^{-1} \mathbf{x} = \begin{bmatrix} I & 0 & 0 \\ 0 & I & -\tilde{A}_{\Omega_1}^{-1}B^T \\ 0 & 0 & I \end{bmatrix} \begin{bmatrix} \tilde{A}_{\Omega_2}^{-1} & 0 & 0 \\ 0 & \tilde{A}_{\Omega_1}^{-1} & 0 \\ 0 & 0 & M_p^{-1} \end{bmatrix} \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \\ 0 & -B\tilde{A}_{\Omega_1}^{-1} & I \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix}$$

$$= \begin{bmatrix} \tilde{A}_{\Omega_2}^{-1}x \\ \tilde{A}_{\Omega_1}^{-1}y - \tilde{A}_{\Omega_1}^{-1}B^T M_p^{-1}(z - B\tilde{A}_{\Omega_1}^{-1}y) \\ M_p^{-1}(z - B\tilde{A}_{\Omega_1}^{-1}y) \end{bmatrix}.$$  

An application of the inexact constraint preconditioner amounts to one solve with $\tilde{A}_{\Omega_2}^{-1}$, two solves with $\tilde{A}_{\Omega_1}^{-1}$, one solve with $M_p^{-1}$, and two additional matrix multiplications (one with $B$ and one with $B^T$).

In the following section, we present numerical results where we compare the just described inexact implementation of the constraint preconditioner against the inexact implementations of the block diagonal preconditioner $\mathcal{P}_+$ and block lower triangular preconditioner $\mathcal{P}_T(\rho)$. The reason for using $\mathcal{P}_+$ and $\mathcal{P}_T(\rho)$ is that they are the two most economical block diagonal and block lower triangular preconditioners to apply. Moreover, the performance of $\mathcal{P}_-$ and $\mathcal{P}_T(\rho)$ does not differ significantly from $\mathcal{P}_+$ and $\mathcal{P}_T$. The comparison of these inexact preconditioners is done for two 3-D flow problems and the results are presented in Sections 5.2 and 5.3.

The inexact implementation of the block diagonal preconditioner consists of replacing each of the block solves with $\tilde{A}_{\Omega_2}$ and $\tilde{A}_{\Omega_1}$. The inexact implementation of $\mathcal{P}_T(\rho)$ makes use of the following factorization

$$\mathcal{P}_T^{-1}(\rho) = \left( \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \\ 0 & BA_{\Omega_1}^{-1} & I \end{bmatrix} \begin{bmatrix} A_{\Omega_2} & 0 & 0 \\ 0 & A_{\Omega_1} & 0 \\ 0 & BA_{\Omega_1}^{-1} & I \end{bmatrix} \right)^{-1}$$

$$= \begin{bmatrix} A_{\Omega_2}^{-1} & 0 & 0 \\ 0 & A_{\Omega_1}^{-1} & 0 \\ 0 & 0 & -\rho^{-1}M_p^{-1} \end{bmatrix} \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \\ 0 & -BA_{\Omega_1}^{-1} & I \end{bmatrix}.$$  

Similar to the constraint preconditioner, the block operators $A_{\Omega_i}^{-1}$ are again replaced by the multigrid operators $\tilde{A}_{\Omega_i}^{-1}$.

The inexact version of the lower triangular preconditioner applied to a vector $\mathbf{x} = [x, y, z]^T$ is

$$\mathcal{P}_{T_l}^{-1}(\rho)\mathbf{x} = \begin{bmatrix} \tilde{A}_{\Omega_2}^{-1}x \\ \tilde{A}_{\Omega_1}^{-1}y \\ -\rho^{-1}M_p^{-1}(z - B\tilde{A}_{\Omega_1}^{-1}y) \end{bmatrix}.$$  

The inexact implementation of $\mathcal{P}_{T_l}^{-1}$ involves one less solve with the operator $\tilde{A}_{\Omega_1}$ and one less matrix multiplication. In terms of operations, the most economical
preconditioner to apply is the block diagonal preconditioner, followed by the lower triangular, and then constraint.

Lastly, we remark that in the 3-D experiments where the inexact preconditioners are used, the operators $A_{\Omega_1}$ and $A_{\Omega_2}$ correspond to calls to the smoothed aggregation AMG preconditioner in the ML package inside of Trilinos [16]. The smoothed aggregation multigrid algorithm was introduced in [35, 36]. The convergence analysis for this method is presented in [37], where it is shown that the bound on the condition number only increases as a polynomial in the number of levels.

In our numerical experiments, we set the AMG parameters as follows. The smoother is two Chebyshev iterations and the aggregation threshold is set to 0.02. We also investigate the effect the number of AMG V-cycles has on the convergence of the solver. We consider values of $\{1, 4, 8\}$ for the number of cycles. As the number of cycles increase, the inner solves become more accurate and the number of outer iterations grows less with each mesh refinement. With more cycles, the accuracy of the inner solves approaches the exact field-of-values case where we do have mesh-independent convergence properties.

5. Numerical Results. In this section, we present numerical results for both 2-D and 3-D problems for the coupled Stokes-Darcy system. For the 2-D problem the preconditioners are applied exactly, that is, they are calls to sparse direct solvers. The 3-D problems are implemented using the finite element library deal.II [3]. The first 3-D problem depicts a coupled flow in a rectangular channel where the free flow (Stokes) region is more elongated than the Darcy flow region. This type of setup was considered in [19]. The second problem is flow in a cubic domain where the Darcy domain contains a smaller impermeable cube in the center (see Figure 5.7). The 3-D numerical experiments are computed in serial using the high performance computing cluster, Owl’s Nest, at Temple University on a subsection of the cluster with eight 2x Intel Xeon X5677 3.5 GHz processors with 96GB of memory per node [1].

5.1. 2-D flow with a smooth solution. We first consider a 2-D problem with $\Omega_1 = [0, 1]^2$ and $\Omega_2 = [0, 1] \times [1, 2]$. We impose Neumann and Dirichlet boundary conditions on the lateral and horizontal parts of $\Gamma_2$, respectively; see Figure 2.1. The boundary conditions and data functions of the coupled Stokes-Darcy system are chosen so that the exact solution satisfies

$$
\begin{align*}
\mathbf{u}_1(x, y) &= [y^2 - 2y + 1 + \nu(2x - 1), \ x^2 - x - (y - 1)2\nu]^T, \\
P_1(x, y) &= 2\nu(x + y - 1) + \frac{1}{3\kappa} - 4\nu^2, \\
P_2(x, y) &= \frac{1}{\kappa}(x(1-x)(y-1) + \frac{y^3}{3} - y^2 + y) + 2\nu x.
\end{align*}
$$

For this problem, $K = \kappa I$, and we set $\kappa = \nu = 1$ and $G = 1.0$. The solution is computed on a mesh with triangular elements. For the Stokes velocity and pressure basis functions we use MINI finite elements. For the Darcy pressure basis functions we consider piecewise linear elements. We solve the discrete linear system using preconditioned GMRES. The stopping criterion for the algorithm is when $\|r_k\|_2/\|r_0\|_2 < 10^{-8}$. The GMRES residual convergence curves for the considered preconditioners are displayed in Figure 5.1. The figure corresponds to a mesh width of $h = 2^{-8}$ for which the system matrix order is $n = 524545$. Observe that it takes under ten iterations for the preconditioned GMRES algorithm to converge using $\mathcal{P}_\text{con,D}$ and $\mathcal{P}_\text{con,T}$. In addition, the performance of the two block diagonal preconditioners, $\mathcal{P}_+, \mathcal{P}_-$, and the two block lower triangular preconditioners, $\mathcal{P}_{T1}, \mathcal{P}_{T2}$, are nearly identical.
We mention that we carried out additional experiments where we considered the effect on the number of iterations (and CPU timings) for each preconditioner when both the viscosity and permeability parameters ($\nu$ and $\kappa$, respectively) are varied. The number of iterations and time it takes to converge increases for each preconditioner when the values of $\nu$ and $\kappa$ are decreased. Thus, decreasing these values corresponds to making the coupled problem more difficult. Despite these problems being more challenging for each of the preconditioners, the results of our experiments illustrate the robustness of the constraint preconditioner over a range of values $\nu$ and $\kappa$; see [21] for complete details.

![Fig. 5.1: Residual convergence curves of the preconditioned GMRES algorithm on Problem (5.1) with $\kappa = 1$ and $\nu = 1$. The order of the system matrix is $n = 524545$.](image)

In order to further demonstrate the favorable properties of the two constraint preconditioners, we report in Table 5.1 both the iteration counts and CPU timings as the mesh is uniformly refined. Observe that the constraint preconditioners give superior results both in terms of iteration count and CPU times.

<table>
<thead>
<tr>
<th>$h$</th>
<th>DOF</th>
<th>$P_+$</th>
<th>$P_{T_2}(0.6)$</th>
<th>$P_{C}(0.6)$</th>
<th>$P_{\text{con,D}}$</th>
<th>$P_{\text{con,T}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-3}$</td>
<td>521</td>
<td>69 (0.11)</td>
<td>43 (0.04)</td>
<td>37 (0.03)</td>
<td>7 (0.01)</td>
<td>4 (0.01)</td>
</tr>
<tr>
<td>$2^{-4}$</td>
<td>2065</td>
<td>79 (0.24)</td>
<td>51 (0.12)</td>
<td>39 (0.09)</td>
<td>7 (0.02)</td>
<td>3 (0.02)</td>
</tr>
<tr>
<td>$2^{-5}$</td>
<td>8225</td>
<td>83 (0.95)</td>
<td>56 (0.60)</td>
<td>36 (0.37)</td>
<td>7 (0.14)</td>
<td>3 (0.10)</td>
</tr>
<tr>
<td>$2^{-6}$</td>
<td>32833</td>
<td>76 (4.40)</td>
<td>52 (3.12)</td>
<td>31 (1.89)</td>
<td>7 (0.82)</td>
<td>3 (0.63)</td>
</tr>
<tr>
<td>$2^{-7}$</td>
<td>131201</td>
<td>66 (19.0)</td>
<td>45 (13.6)</td>
<td>26 (8.11)</td>
<td>7 (4.33)</td>
<td>3 (3.89)</td>
</tr>
<tr>
<td>$2^{-8}$</td>
<td>524545</td>
<td>49 (82.0)</td>
<td>34 (55.9)</td>
<td>18 (29.9)</td>
<td>7 (23.5)</td>
<td>3 (22.5)</td>
</tr>
</tbody>
</table>

Table 5.1: Number of iterations and CPU times for convergence of Problem (5.1) with $\kappa = 1$, $\nu = 1$.

This problem serves as a simple test case and shows the expected mesh-independent convergence properties for the constraint preconditioners. For some of the smaller sized problems, we computed the spectra of the constraint preconditioned operators to visually illustrate Theorem 3.9. For this specific problem, the computed spectra of $\Lambda(A)$, $\Lambda(A^P_{\text{con,D}})$, and $\Lambda(A^P_{\text{con,T}})$ are displayed (as circles, stars, and squares, respectively). The matrices correspond to mesh widths of $h = 2^{-3}, 2^{-4}$ (system orders $n = 521$ and 2065, respectively). Observe that the spectra are bounded, which is a
direct consequence of Theorem 3.9.

Fig. 5.2: Spectra of $\Lambda(\mathcal{A} \mathcal{P}^{-1}_{\text{cons}})$ for $i = D, T$. The circles, squares, and stars are the eigenvalues of $\mathcal{A}$, $\mathcal{A} \mathcal{P}^{-1}_{\text{cons}}$, and $\mathcal{A} \mathcal{P}^{-1}_{\text{cons}T}$, respectively.

5.2. 3-D rectangular channel flow. In this set of experiments, we consider coupled Stokes-Darcy flow in a rectangular prism with $\Omega_1 = [0, 0.05] \times [0, 1, 0.25]$ and $\Omega_2 = [0, 0.05]^2 \times [0, 0.1]$. The interface $\Gamma_{12}$ is the plane $z = 0.10$; see Figure 5.3. Along $z = 0.25$ on the Stokes boundary $\Gamma_{1,1,n}$, we prescribe

$$u_1 = (0, 0, -0.1)^T.$$ 

On the rest of the Stokes boundary we prescribe a no-slip condition, i.e.,

$$u_1 = (0, 0, 0)^T$$ on $\Gamma_{1,0}$.

On the boundary of the porous medium we prescribe homogeneous Dirichlet boundary conditions on the plane $z = 0$ ($\Gamma_{2D}$) and homogeneous Neumann boundary conditions on the rest of the boundary, corresponding to zero flux and pressure on the respective boundaries, i.e., $g_N = g_D = 0$. The rest of the constants and data are defined as

$$f_1 = (0, 0, 0)^T, \quad f_2 = 0,$$ and $\nu = 1.0$.

In this problem, the hydraulic conductivity $K = \kappa I$ with $\kappa \in \{10^{-2}, 10^{-4}, 10^{-6}\}$. The reason for varying the permeability is to illustrate the robustness of the inexact constraint preconditioner in addition to demonstrating how the proposed solver is able to reproduce the expected linear drop in pressure as $\kappa$ is decreased, see Figure 5.6. We solve the discrete Stokes-Darcy linear system using the inexact versions of the preconditioners described in Section 4. The stopping criterion is $\|r_k\|_2/\|r_0\|_2 < 10^{-6}$. Since the inexact versions of these preconditioners are not fixed at each iteration, we use flexible GMRES (FGMRES) [29] as the solver. The number of iterations and CPU timings are given in Tables 5.2-5.4. Observe that as the permeability $\kappa$ decreases, the number of iterations for each preconditioner increases. In terms of iterations, the constraint preconditioner is superior except for when $\kappa = 10^{-6}$ and when more than one AMG cycle is used. The most economical preconditioner, giving the lowest CPU timings, is the block lower triangular preconditioner. It is also clear that with more AMG cycles, corresponding to more accurate inner solves, the number
of outer iterations grows less. These experiments were inspired by those in [19], where a similar computational setup was considered for a different problem, namely the coupled Navier-Stokes-Darcy system.

We solve this problem on a mesh with hexahedral elements using the software package deal.II [3]. For the Stokes velocity and pressure basis functions we use the Taylor-Hood pair of biquadratic and bilinear finite elements, respectively. The Darcy pressure is approximated by continuous biquadratic elements.

<table>
<thead>
<tr>
<th>$h$</th>
<th>elements</th>
<th>DOF</th>
<th>$P_+$</th>
<th>$P_{T_1}$</th>
<th>$P_{comp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>625</td>
<td>14370</td>
<td>154 (9.585)</td>
<td>58 (2.609)</td>
<td>47 (3.584)</td>
</tr>
<tr>
<td>0.005</td>
<td>5000</td>
<td>102535</td>
<td>227 (94.95)</td>
<td>83 (30.04)</td>
<td>69 (42.84)</td>
</tr>
<tr>
<td>0.00025</td>
<td>40000</td>
<td>773265</td>
<td>442 (1611)</td>
<td>139 (420.9)</td>
<td>117 (610.5)</td>
</tr>
</tbody>
</table>

(a) 1 AMG cycle

<table>
<thead>
<tr>
<th>$h$</th>
<th>elements</th>
<th>DOF</th>
<th>$P_+$</th>
<th>$P_{T_1}$</th>
<th>$P_{comp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>625</td>
<td>14370</td>
<td>93 (15.40)</td>
<td>40 (6.607)</td>
<td>32 (10.12)</td>
</tr>
<tr>
<td>0.005</td>
<td>5000</td>
<td>102535</td>
<td>130 (175.5)</td>
<td>59 (79.78)</td>
<td>45 (117.0)</td>
</tr>
<tr>
<td>0.00025</td>
<td>40000</td>
<td>773265</td>
<td>259 (2881)</td>
<td>86 (948.5)</td>
<td>65 (1376)</td>
</tr>
</tbody>
</table>

(b) 4 AMG cycles

<table>
<thead>
<tr>
<th>$h$</th>
<th>elements</th>
<th>DOF</th>
<th>$P_+$</th>
<th>$P_{T_1}$</th>
<th>$P_{comp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>625</td>
<td>14370</td>
<td>79 (25.35)</td>
<td>38 (12.32)</td>
<td>27 (17.10)</td>
</tr>
<tr>
<td>0.005</td>
<td>5000</td>
<td>102535</td>
<td>107 (285.9)</td>
<td>52 (139.0)</td>
<td>32 (168.3)</td>
</tr>
<tr>
<td>0.00025</td>
<td>40000</td>
<td>773265</td>
<td>192 (4217)</td>
<td>71 (1559)</td>
<td>42 (1822)</td>
</tr>
</tbody>
</table>

(c) 8 AMG cycles

Table 5.2: Table of FGMRES iterations and CPU time (seconds) for the rectangular channel flow problem with $\kappa = 10^{-2}$.

Figure 5.4 is a plot of the numerical solution showing the coupled flow in a rectangular channel obtained on a uniform grid with mesh size $h = 0.00025$ from a coupled system of order $n = 773265$. In Figure 5.4(a), we plot the norm of the velocity in both the Stokes and Darcy domains. As shown in Figure 5.3, we observe the expected
parabolic increase in the norm of the velocity from zero at the no slip portion of the Stokes boundary to a maximum of 0.21 at the center of the domain. The low permeability in the porous medium results in build up of pressure in the free flow domain, therefore we observe large values of pressure in $\Omega_1$ and a gradual stratified drop in pressure to zero on the Dirichlet boundary of $\Omega_2$, where homogeneous boundary
Fig. 5.4: Slice of the numerical solution obtained using $P_{\text{con}}D$ with 8 AMG cycles for rectangular channel flow along $x = 0.025$, with permeability $\kappa = 10^{-6}$. The problem size here is $n = 773265$.

conditions are imposed; see Figure 5.4(b).

Fig. 5.5: Cross section of the numerical solution using $P_{\text{con}}D$ with 8 AMG cycles for channel flow along $z = 0.02$, with $\kappa = 10^{-6}$. The problem size here is $n = 773265$.

5.3. Darcy domain with an impermeable enclosure. We consider a 3-D coupled flow problem, where the computational domain is a cube with $\Omega_1 = [0, 2]^2 \times [1, 2]$ and $\Omega_2 = [0, 2]^2 \times [0, 1]$. The porous medium contains an embedded impermeable cube $[0.75, 1.25]^2 \times [0.0, 0.50]$; see Figure 5.7. We denote the hydraulic conductivity of the porous medium and embedded impermeable enclosure by $\kappa_1 I$ and $\kappa_2 I$ respectively.

On the horizontal part of $\Gamma_1$ we prescribe

$$u_1 = (0, 0, -1)^T \text{ on } z = 2.0$$
Fig. 5.6: Log-log plot of the pressure drop in the Darcy domain as the permeability $\kappa$ is decreased for the channel flow problem. The pressure values were taken from computations on the finest mesh with $h = 0.00025$ using $P_{\text{cond}}$ with 8 AMG cycles.

Fig. 5.7: Computational domain with impermeable enclosure in $\Omega_2$.

and the no-slip condition on the lateral sides of $\Gamma_1$. As in the previous example, we prescribe homogeneous Dirichlet boundary conditions on $z = 0$ ($\Gamma_{2D}$) and homogeneous Neumann boundary conditions on the rest of the boundary of the porous medium. The rest of the parameters and data functions are

$$f_1 = (0, 0, 0)^T, \quad f_2 = 0, \quad \nu = 1.0, \quad \kappa_1 = 1, \text{ and } \kappa_2 = 10^{-10}.$$  

We again solve this discrete linear system using preconditioned FGMRES with the inexact versions of the three preconditioners as described in Section 4. The stopping criterion is $\|r_k\|_2/\|r_0\|_2 < 10^{-6}$. The number of FGMRES iterations and CPU times are presented in Table 5.5.

Here, we observe similar results to the rectangular channel flow problem. There is moderate growth in the number of iterations as the mesh is uniformly refined and with more AMG cycles the growth is much slower. The constraint preconditioner again gives superior iteration counts but the most economical preconditioner in terms of CPU time is the block lower triangular preconditioner. We also remark that sparse
Table 5.5: Table of FGMRES iterations and CPU time (seconds) for the discontinuous permeability field with inexact preconditioners.

<table>
<thead>
<tr>
<th>$h$</th>
<th>elements</th>
<th>DOF</th>
<th>$P_+^+$</th>
<th>$P_T$</th>
<th>$P_{\text{conD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-1}$</td>
<td>64</td>
<td>1695</td>
<td>59 (0.400)</td>
<td>34 (0.225)</td>
<td>30 (0.306)</td>
</tr>
<tr>
<td>$2^{-2}$</td>
<td>512</td>
<td>10809</td>
<td>153 (7.496)</td>
<td>54 (1.725)</td>
<td>46 (2.462)</td>
</tr>
<tr>
<td>$2^{-3}$</td>
<td>4096</td>
<td>76653</td>
<td>250 (82.73)</td>
<td>64 (15.94)</td>
<td>56 (24.07)</td>
</tr>
<tr>
<td>$2^{-4}$</td>
<td>32768</td>
<td>576213</td>
<td>485 (1353)</td>
<td>116 (240.2)</td>
<td>99 (348.5)</td>
</tr>
</tbody>
</table>

(a) $\kappa_1 = 1, \kappa_2 = 10^{-10}$, 1 AMG cycles,

<table>
<thead>
<tr>
<th>$h$</th>
<th>elements</th>
<th>DOF</th>
<th>$P_+^+$</th>
<th>$P_T$</th>
<th>$P_{\text{conD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-1}$</td>
<td>64</td>
<td>1695</td>
<td>59 (1.025)</td>
<td>34 (0.585)</td>
<td>30 (0.938)</td>
</tr>
<tr>
<td>$2^{-2}$</td>
<td>512</td>
<td>10809</td>
<td>97 (11.28)</td>
<td>41 (4.669)</td>
<td>37 (8.016)</td>
</tr>
<tr>
<td>$2^{-3}$</td>
<td>4096</td>
<td>76653</td>
<td>144 (135.9)</td>
<td>52 (48.61)</td>
<td>43 (76.80)</td>
</tr>
<tr>
<td>$2^{-4}$</td>
<td>32768</td>
<td>576213</td>
<td>267 (2084)</td>
<td>69 (528.5)</td>
<td>55 (807.4)</td>
</tr>
</tbody>
</table>

(b) $\kappa_1 = 1, \kappa_2 = 10^{-10}$, 4 AMG cycles

<table>
<thead>
<tr>
<th>$h$</th>
<th>elements</th>
<th>DOF</th>
<th>$P_+^+$</th>
<th>$P_T$</th>
<th>$P_{\text{conD}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-1}$</td>
<td>64</td>
<td>1695</td>
<td>59 (1.859)</td>
<td>34 (1.068)</td>
<td>30 (1.787)</td>
</tr>
<tr>
<td>$2^{-2}$</td>
<td>512</td>
<td>10809</td>
<td>86 (19.27)</td>
<td>40 (8.947)</td>
<td>36 (15.49)</td>
</tr>
<tr>
<td>$2^{-3}$</td>
<td>4096</td>
<td>76653</td>
<td>116 (213.7)</td>
<td>49 (90.89)</td>
<td>38 (137.1)</td>
</tr>
<tr>
<td>$2^{-4}$</td>
<td>32768</td>
<td>576213</td>
<td>200 (3001)</td>
<td>61 (921.3)</td>
<td>44 (1295)</td>
</tr>
</tbody>
</table>

(c) $\kappa_1 = 1, \kappa_2 = 10^{-10}$, 8 AMG cycles.

direct solvers were competitive until the third level of refinement and ran out of memory for the matrix of order $n = 576213$.

In Figure 5.8 we plot the norm of the velocity along with normalized vectors showing the direction of the flow from a uniform mesh of size $h = 2^{-4}$ from a coupled system of order $n = 576213$. We observe the expected coupled flow pattern with the maximum velocity observed on the central part of the Stokes domain flowing vertically downwards and avoiding the impermeable cube. The presence of an impermeable enclosure with a low permeability ($\kappa_2 = 10^{-10}$) is clear.

6. Conclusions. We have examined the performance of standard block diagonal, block triangular, and constraint preconditioners for the sequential solution of the coupled Stokes-Darcy system. We have proved bounds on the spectrum and field of values of the constraint preconditioned operator that are independent of the underlying mesh discretization parameter. To illustrate our theoretical results, we considered the numerical solution of flow problems in both two and three dimensions. The experiments in 2-D illustrate convergence of the GMRES algorithm in a number of iterations that is independent of the mesh-width when using exact versions of the constraint preconditioner. The experiments in 3-D further demonstrate the favorable properties of the inexact constraint preconditioner. Though the mesh-independence convergence properties are no longer theoretically guaranteed, mesh-independent convergence can still be observed, provided the inexact solve is accurate enough. For the inexact case we can observe a slow growth in the number of iterations for all preconditioners, though the growth is slowest for the constraint preconditioner. This trend is also accentuated when more AMG cycles are performed. Our experiments...
Fig. 5.8: Slice of the numerical solution obtained using $P_{\text{cond}}$ with 8 AMG cycles along $y = 0.5$ from the domain with an impermeable enclosure. The problem size is $n = 576213$.

also indicate that the constraint preconditioner is robust with respect to decreases in the permeability of the porous medium. In summary, constraint preconditioners offer another effective preconditioning technique for the solution of the linear system arising from the finite element discretization of the coupled Stokes-Darcy problem.
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