REPRESENTATION THEORY OF THREE-DIMENSIONAL SKLYANIN ALGEBRAS
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Abstract. We determine the dimensions of the irreducible representations of the Sklyanin algebras with global dimension 3. This contributes to the study of marginal deformations of the N=4 super Yang-Mills theory in four dimensions in supersymmetric string theory. Namely, the classification of such representations is equivalent to determining the vacua of the aforementioned deformed theories.

We also provide the polynomial identity degree for the Sklyanin algebras that are module finite over their center. The Calabi-Yau geometry of these algebras is also discussed.

1. Introduction

During the last several years, much attention has been paid to supersymmetric gauge theories, and the mathematical results in the work are prompted by these physical principles. In particular, we provide representation-theoretic, geometric, and algebraic results about so-called three-dimensional Sklyanin algebras (Definition 1.1), all of which are motivated by Leigh-Strassler’s seminal work on supersymmetric quantum field theories [22]. Here, it was demonstrated that marginal deformations of the N = 4 super Yang Mills (SYM) theory in four dimensions yield a class of N = 1 conformal field theories that are conformally invariant.

A few years later, Berenstein-Jejjala-Leigh continues this study by considering deformations of the N = 4 SYM theory in an attempt to classify their moduli space of vacua [9]. Although the full classification of vacua was not achieved, the authors introduce a noncommutative geometric framework to study vacua remarkably without the use of C*-algebras.

The work in this article begins with the observation that, since an N = 4 SYM theory can be described in terms of an N = 1 SYM theory equipped with a superpotential, the problem of classifying vacua reduces to computing matrix-valued solutions to F-flatness. As in [9], we aim to understand the holomorphic structure of the moduli space of vacua, so we assume that when given a solution to F-flatness that there is also a solution to the D-term constraints. Hence, determining vacua is algebraically equivalent to determining finite-dimensional matrix-valued solutions to the system of equations \{\partial_{cyc} \Phi = 0\}, where \partial_{cyc} \Phi is the set of cyclic derivatives of the superpotential \Phi derived from the N = 1 SYM theory mentioned above.

To see how three-dimensional Sklyanin algebras arise in this study, we consider marginal deformations of the N = 4 SYM theory studied in [9]. According to [9], these deformations
can be presented as an $N = 1$ SYM theory with homogeneous superpotential:

$$
\Phi_{\text{marg}} = axyz + byxz + \frac{c}{3}(x^3 + y^3 + z^3),
$$

where $a$, $b$, and $c$ are scalars. Since finite-dimensional matrix solutions to $\{ \partial_{\text{cyc}} \Phi_{\text{marg}} = 0 \}$ are desired, we are interested in computing finite-dimensional irreducible representations (irreps) of an algebra whose ideal of relations is $(\partial_{\text{cyc}} \Phi_{\text{marg}})$. More precisely, we have that the classification of the moduli space of vacua of marginal deformations of the $N = 4$ SYM theory in four dimensions boils down to classifying irreps of the following superpotential algebras (Definition 2.1).

**Definition 1.1.** Let $k$ be an algebraically closed field of characteristic not equal to 2 or 3. The three-dimensional Sklyanin algebras, denoted by $S(a, b, c)$ or $Skly_3$, are generated by three noncommuting variables $x, y, z$, subject to three relations:

$$
ayz + bzy + cx^2 = azx + bxz + cy^2 = axy + byx + cz^2 = 0.
$$

(1.2)

Here, we require that:

1. $[a : b : c] \in \mathbb{P}^2_k \setminus \mathcal{D}$ where

$$
\mathcal{D} = \{ [0 : 0 : 1], [0 : 1 : 0], [1 : 0 : 0] \} \cup \{ [a : b : c] | a^3 = b^3 = c^3 = 1 \};
$$

2. $abc \neq 0$ with $(3abc)^3 \neq (a^3 + b^3 + c^3)^3$.

Results on the dimensions of irreps of $Skly_3 = S(a, b, c)$ are summarized in Theorem 1.3 below, yet first we must recall for the reader the noncommutative geometric data associated to these structures. In the sense of noncommutative projective algebraic geometry, the algebras $Skly_3$ come equipped with geometric data $(E, \sigma)$. Here, $E = E_{abc}$ is an elliptic curve in projective space $\mathbb{P}^2$, and $\sigma = \sigma_{abc}$ is an automorphism on $E$. The algebras $S = Skly_3$ also contain a central element $g$ so that $S/Sg \cong B$, where $B$ is a twisted homogeneous coordinate ring (Definition 2.12, Theorem 2.14). Details about the noncommutative geometry of the rings $S$ and $B$ are provided in §2.3. Now, we state the main result on the dimensions of irreducible representations of $Skly_3$.

**Theorem 1.3.** (Lemma 3.2, Theorem 3.5, Theorem 3.7)

(i) When $|\sigma| = \infty$, the only finite-dimensional irrep of $Skly_3$ is the trivial representation.

(ii) Assume that $|\sigma| < \infty$. Let $\psi$ be a nontrivial irrep of $Skly_3$.

(a) If $\psi$ is $g$-torsionfree as defined in §2.1, then $\dim_k \psi = |\sigma|$ when $(3, |\sigma|) = 1$; and $|\sigma|/3 \leq \dim_k \psi \leq |\sigma|$ when $(3, |\sigma|) \neq 1$.

(b) If $\psi$ is $g$-torsion, then $\psi$ is a nontrivial irrep of the twisted homogeneous coordinate ring $B$, and $\dim_k \psi = |\sigma|$. 


Here, the automorphism $\sigma$ is generically of infinite order; thus, the representation theory of $\text{Skly}_3$ is generically trivial. On the other hand, higher-dimensional representations of $\text{Skly}_3$, or higher-dimensional matrix-valued solutions to $F$-flatness, only arise when $|\sigma| < \infty$. The dimension of an irrep is generically equal to $|\sigma|$ in this case, and surprisingly there exist irreps of $\text{Skly}_3$ of intermediate dimension.

**Proposition 1.4.** *(Proposition 4.1)* Given parameters $(a, b, c) = (1, -1, -1)$, the automorphism $\sigma_{1,-1,-1}$ has order 6 and there exist 2-dimensional irreps of the three-dimensional Sklyanin algebra $S(1, -1, -1)$.

The occurrence of the automorphism $\sigma$ with finite order is also key to understanding the Calabi-Yau (CY) geometry of deformed $N = 4$ SYM theories as we will now see.

The geometric results in this article are prompted by Maldacena’s AdS/CFT correspondence [23]. Algebras that are module-finite over their center play a crucial role in this result as algebras with large centers yield $AdS_5 \times X_5$ without flux. (Here, $X_5$ is a five-dimensional Sasaki-Einstein manifold.) Furthermore in this case, the centers of such algebras are typically CY cones over $X_5$: a cone due to the grading of the algebra, and a CY variety due to conformal symmetry.

In light of the discussion above, naturally we ask which of the three-dimensional Sklyanin algebras are module-finite over their center, or which of these algebras potentially have Calabi-Yau geometric structure. To answer this question, we note that $S(a, b, c)$ is module-finite over its center if and only if $\sigma = \sigma_{abc}$ has finite order [6, Theorem 7.1]. Thus, we aim to classify parameters $(a, b, c)$ for which $|\sigma_{abc}| = n < \infty$. This has been achieved for small values of $n$.

**Proposition 1.5.** *(Proposition 5.2)* The parameters $(a, b, c)$ for which $|\sigma_{abc}| = n$ has been determined for $n = 1, \ldots, 6$.

For some $n$, we have a 1-parameter family of triples $(a, b, c)$ so that $|\sigma_{abc}| = n$. In §5, we illustrate how some degeneration limits of these 1-parameter families arise in the analysis of orbifolds with discrete torsion [9, §4.1]. The centers $Z$ of $S(a, b, c)$ at some of these degeneration limits are also presented, and for such $Z$, we have that $\text{Spec}(Z)$ is the affine toric CY three-fold $\mathbb{C}^3/(\mathbb{Z}_n \times \mathbb{Z}_n)$ (Proposition 5.6, Corollary 5.7).

Finally, the algebraic results about $S = \text{Skly}_3$ also pertain to the case when $S$ is module-finite over its center, or equivalently when $S$ satisfies a polynomial identity (is PI) (Definition 2.4). Note that we have that the twisted homogeneous coordinate ring $B$ of Theorem 1.3 is PI if and only if $S$ is PI. In the result below, we determine the PI degree (Definition 2.7) of both $S$ and $B$, which is simply a measure of the rings’ noncommutativity.
Proposition 1.6. (Corollary 3.12) When the automorphism $\sigma$ associated to $S(a, b, c)$ satisfies $|\sigma| < \infty$, then both the PI degree of $S(a, b, c)$ and of the corresponding twisted homogeneous coordinate ring $B$ are equal to $|\sigma|$.

This result also verifies a conjecture of Artin and Schelter (Corollary 5.3). Information about PI rings and their associated geometry can be found in §2.2.

Further results of this work are also discussed in §5. For instance, we can consider the relevant deformations of the SYM theory in the sense of [9]. This requires the classification of irreducible representations of deformed Sklyanin algebras; see §5.2. Moreover in §5.3, we analyze the representation theory of twelve algebras that were omitted from the family of algebras $S(a, b, c)$ in Definition 1.1, so-called degenerate Sklyanin algebras.
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2. Background material

Here, we provide the background material of this article, which pertains to: (1) the interaction between physics and the representation theory of superpotential algebras; (2) polynomial identity (PI) rings; and (3) the field of noncommutative projective algebraic geometry. The reader is referred to [24] and [32] for a thorough introduction to the latter two areas, respectively.

2.1. From physics to representation theory. As mentioned in the introduction, the study of SYM theories equipped with a superpotential $\Phi$ prompts the analysis of the representation theory of a superpotential algebra. Namely, to satisfy the F-term constraints of the SYM theory, one must determine irreducible matrix solutions to cyclic derivatives of $\Phi$. This task is equivalent to classifying irreducible representations of the corresponding superpotential algebra. We define these terms as follows.

Given an algebra $A$, an $n$-dimensional representation of $A$ is a ring homomorphism from $A$ to the ring of $n \times n$ matrices, $\psi : A \to \text{Mat}_n(k)$. We say that $\psi$ is irreducible, or is an irrep, if there does not exist a proper subrepresentation of $\psi$. Moreover, the set of irreps of $A$ is in bijective correspondence to simple left $A$-modules. We call $\psi$ $g$-torsion (or $g$-torsionfree,
respectively) if the corresponding module $M$ satisfies $gM = 0$ (or $gm \neq 0$ for all $0 \neq m \in M$, respectively).

Now the algebras under consideration in this work, namely superpotential algebras, are defined as follows.

**Definition 2.1.** Let $V$ be a $k$-vector space with basis $x_1, \ldots, x_n$ and let $F = T(V) = k\{x_1, \ldots, x_n\}$ be the corresponding free algebra. The commutator quotient space $F_{cyc} = F/[F, F]$ is a $k$-vector space with the natural basis formed by cyclic words in the alphabet $x_1, \ldots, x_n$. Elements of $F_{cyc}$ are referred to as *superpotentials* (or as *potentials* in some articles). Let

$$\Phi = \sum_{\{i_1, i_2, \ldots, i_r\} \subset I} x_{i_1}x_{i_2}\cdots x_{i_r} \in F_{cyc}$$

for some indexing set $I$. For each $j = 1, \ldots, n$, one defines $\partial_j \Phi \in F$ as the corresponding partial derivative of $\Phi$ given by:

$$\partial_j \Phi = \sum_{\{s| i_s = j\}} x_{i_s+1}x_{i_s+2}\cdots x_{i_s}x_{i_s}x_{i_s+2}\cdots x_{i_s-1} \in F.$$ 

The elements $\partial_j \Phi$ are called *cyclic derivatives* of $\Phi$, and the algebra $F/(\partial_j \Phi)_{j=1, \ldots, n}$ is called a *superpotential algebra*.

**Example 2.2.** Let $F = k\{x, y, z\}$ with superpotential $\Phi = xyz - xzy$. We have that $\partial_x \Phi = yz - zy$, $\partial_y \Phi = zx - xz$, and $\partial_z \Phi = xy - yx$. Hence, the polynomial algebra $k[x, y, z]$ arises as the superpotential algebra $F/(\partial_{cyc} \Phi)$.

**Example 2.3.** [9] Consider $F = k\{x, y, z\}$ with the superpotential

$$\Phi_{marg} = axyz + byxz + \frac{c}{3}(x^3 + y^3 + z^3).$$

We have that $\partial_x \Phi_{marg}$, $\partial_y \Phi_{marg}$, and $\partial_z \Phi_{marg}$ are precisely the relations of the three-dimensional Sklyanin algebra (Definition 1.1). Hence, for generic parameters $(a, b, c)$, $Skly_3$ arises as the superpotential algebra $F/(\partial_{cyc} \Phi_{marg})$.

Many other algebras arise as superpotential algebras, including quantum planes [17, Chapter 1], the conifold algebra [11, Example 1], and graded Calabi-Yau algebras of dimension 3 [10].

### 2.2. Polynomial identity rings

We now discuss a class of noncommutative algebras which have a rich representation theory, algebras that are module-finite over their centers. In fact, we will see that the geometry of the centers of these algebras controls the behavior of their irreducible representations. We apply this discussion specifically to a certain subclass of Sklyanin algebras, those with automorphism $\sigma$ of finite order (see §§4,5). Rings that are module-finite over their center are known to satisfy a *polynomial identity*, so we state the
following results in the language of PI theory. We review the definition, properties, and examples of PI rings as presented in [24, Chapter 13] as follows.

**Definition 2.4.** [24, 13.1.2] A polynomial identity (PI) ring is a ring $A$ for which there exists a monic multilinear polynomial $f \in \mathbb{Z}\{x_1, \ldots, x_n\}$ so that $f(a_1, \ldots, a_n) = 0$ for all $a_i \in A$. The minimal degree of such a polynomial is referred as the minimal degree of $A$.

Any ring that is module-finite over its center is PI, and any subring or homomorphic image of a PI ring is PI [24, 13.0].

**Examples 2.5.**
(1) Commutative rings $R$ are PI as the elements satisfy the polynomial identity $f(x, y) = xy - yx$ for all $x, y \in R$.
(2) The ring of $n \times n$ matrices over a commutative ring $R$, $\text{Mat}_n(R)$, is PI.
(3) The ring $A = k\{x, y\}/(xy + yx)$ is PI as $A$ is a finite module over its center $Z(A) = k[x^2, y^2]$.
(4) If $A$ is PI, then the matrix ring $\text{Mat}_n(A)$ is also PI for all $n \geq 1$.

The notion of the PI degree of a noncommutative ring can be defined for the class of prime ([17, §3.1]) PI rings via Posner’s Theorem below. Roughly speaking, this degree measures the noncommutativity of a ring: it is equal to 1 for commutative rings and is greater than 1 for noncommutative rings. We refer to [17, Chapter 6] for the definition of a quotient field and of a Goldie quotient ring.

**Theorem 2.6.** (Posner) [24, 13.6.5] Let $A$ be a prime PI ring with center $Z$ with minimal degree $2p$. For $S = Z \setminus \{0\}$, let $Q = AS^{-1}$ denote the Goldie quotient ring of $A$. Moreover, let $F = ZS^{-1}$ denote the quotient field of $Z$. Then, $\dim_F Q = p^2$.

**Definition 2.7.** Consider the notation of Theorem 2.6. We say that the PI degree of a prime PI ring $A$ is equal to $(\dim_F Q)^{1/2}$.

**Examples 2.8.**
(1) Let $R$ be a commutative ring. Then, $R$ has minimal degree 2, has PI degree 1, and $R$ is rank 1 over its center.
(2) Let $R$ be a commutative ring. Then, $\text{Mat}_n(R)$ has minimal degree $2n$ and PI degree $n$, and $\text{Mat}_n(R)$ is rank $n^2$ over its center.
(3) The ring $A = k\{x, y\}/(xy + yx)$ has minimal degree 4 and PI degree 2, and $A$ is rank 4 over its center.

Motivating the geometry of PI rings, first we note that irreps of finitely generated PI $k$-algebras $A$ are finite-dimensional [24, 13.10.3]. Secondly, if $\psi$ is an irrep of $A$, then by Schur’s lemma [24, 0.1.9] there exists a unique maximal ideal $m$ in the maximal spectrum $\text{maxSpec}(Z(A))$ corresponding to $\psi$. Conversely, the induced map from the set of isomorphism classes of $A$, denoted $\text{Irrep}(A)$, to $\text{maxSpec}(Z(A))$ is surjective with finite fibers.
Thus, the affine variety \( \text{maxSpec}(Z(A)) \) plays a crucial role in understanding representation theory of \( A \). Refer to Example 2.10 below for an illustration of this discussion.

To understand the dimensions of irreps of prime PI algebras geometrically, we employ the proposition below. We say that a prime PI algebra \( A \) is Azumaya if \( \text{PIdeg}(A/P) = \text{PIdeg}(A) \) for all prime ideals \( P \) of \( A \); see [24, §13.7] for more details.

**Proposition 2.9.** [12, Proposition 3.1] [13, §III.1] Let \( A \) be a prime noetherian finitely generated \( k \)-algebra that is module finite over its center \( Z \). The following statements hold.

(a) The maximum \( k \)-vector space dimension of an irrep of \( A \) is \( \text{PIdeg}(A) \).
(b) Let \( \psi \) be an irrep of \( A \), let \( P \) denote \( \ker(\psi) \), and let \( m = P \cap Z \). Then \( \dim_k \psi = \text{PIdeg}(A) \) if and only if \( A_m \) is an Azumaya over \( Z_m \). Here, \( A_m \) is the localization \( A \otimes_Z Z_m \).
(c) The ideal \( m \) in (b) is referred to as an Azumaya point, and the set of Azumaya points is an open, Zariski dense subset of \( \text{maxSpec}(Z) \).

In short, the generic irreps of a PI algebra \( A \) have maximal dimension, a quantity which is equal to the PI degree of \( A \).

**Example 2.10.** Consider the algebra \( A = k\{x, y\}/(xy+yx) \) from Examples 2.5(3) and 2.8(3). We have that \( \text{maxSpec}(Z(A)) \) is the affine space \( \mathbb{A}^2 \). By Proposition 2.9, the maximum dimension of the irreps of \( A \) equals the PI degree of \( A \), which is equal to 2.

We can list the nontrivial the 1- and 2-dimensional irreps of \( A \), \( \{\psi_1\} \) and \( \{\psi_2\} \) respectively, as follows. The irreps \( \psi_1 : A \to \text{Mat}_1(k) \) are given by \( \psi_1(x) = \alpha \) and \( \psi_1(y) = \beta \) where \( (\alpha, \beta) = (\alpha, 0) \) or \( (0, \beta) \). Moreover, the irreps \( \psi_2 : A \to \text{Mat}_2(k) \) are given by

\[
\psi_2(x) = \begin{pmatrix} \alpha & 0 \\ 0 & -\alpha \end{pmatrix} \quad \text{and} \quad \psi_2(y) = \begin{pmatrix} 0 & \beta \\ -\beta & 0 \end{pmatrix}
\]

where \( (\alpha, \beta) \neq (0, 0) \).

Thus, the origin of \( \mathbb{A}^2 = \text{maxSpec}(Z(A)) \) corresponds to the trivial irrep of \( A \). The axes of \( \mathbb{A}^2 \), save the origin, correspond to the 1-dimensional irreps of \( A \). Finally, the bulk of the irreps of \( A \), the ones of dimension 2, correspond to the points \( (\alpha, \beta) \in \mathbb{A}^2 \) where \( \alpha, \beta \neq 0 \).

**2.3. Noncommutative projective algebraic geometry.** Here, we provide a brief description of Artin-Tate-van den Bergh’s projective geometric approach to understanding noncommutative graded rings; see [6] for details. We consider algebras \( A \) that are connected graded, meaning that \( A = \bigoplus_{i \in \mathbb{N}} A_i \) is \( \mathbb{N} \)-graded with \( A_0 = k \). Furthermore, we require that \( \dim_k A_i < \infty \) for all \( i \geq 0 \); in other words \( A \) is locally finite. We also consider the following module categories of \( A \):

- \( A\text{-gr} \), the category of \( \mathbb{Z} \)-graded left noetherian \( A \)-modules \( M = \bigoplus_i M_i \) with degree preserving homomorphisms;
Example 2.11. (1) The point scheme of the commutative polynomial ring \( R = k[x, y] \) is the projective line \( \mathbb{P}^1 = \text{Proj}(R) \). Closed points of \( \mathbb{P}^1 \) are denoted by \([\alpha : \beta]\) for \((\alpha, \beta) \in k^2 \setminus (0, 0)\), and are in correspondence with the set of \( R \)-modules: \( \{ R/(\alpha x - \beta y) \mid [\alpha : \beta] \in \mathbb{P}^1 \} \).

(2) Consider a noncommutative analogue of \( k[x, y] \), the ring \( R_q = k\{x, y\}/(yx - qxy) \) for \( q \neq 0 \), not a root of unity. The set of point modules of \( R_q \) is \( \{ R_q/R_q(\alpha x - \beta y) \mid [\alpha : \beta] \in \mathbb{P}^1 \} \). Thus, the point scheme of \( R_q \) is again \( \mathbb{P}^1 \).

Returning to algebra, we build a (noncommutative) graded ring \( B \) corresponding to the point scheme \( X \) of \( A \), which often we use to study the ring-theoretic behavior of \( A \).

Definition 2.12. [6, §6] Given a projective scheme \( X \), let \( \mathcal{L} \) be an invertible sheaf on \( X \), and let \( \sigma \in \text{Aut}X \). The twisted homogeneous coordinate ring \( B = B(X, \mathcal{L}, \sigma) \) of \( X \) with respect to \( \mathcal{L} \) and \( \sigma \) is an \( \mathbb{N} \)-graded ring: \( B = \bigoplus_{d \in \mathbb{N}} H^0(X, \mathcal{L}_d) \), where \( \mathcal{L}_0 = O_X \), \( \mathcal{L}_1 = \mathcal{L} \), and \( \mathcal{L}_d = \mathcal{L} \otimes_{O_X} \mathcal{L}^\sigma \otimes_{O_X} \cdots \otimes_{O_X} \mathcal{L}^{\sigma^{d-1}} \) for \( d \geq 2 \). Multiplication is defined by taking global sections of the isomorphism \( \mathcal{L}_d \otimes_{O_X} \mathcal{L}^\sigma_e \approx \mathcal{L}_{d+e} \).

When \( \sigma = \text{id}_X \), then we get the commutative section ring \( B(X, \mathcal{L}) \) of \( X \) with respect to \( \mathcal{L} \). Therefore, point schemes and twisted homogeneous coordinate rings are respectively genuine noncommutative analogues of projective schemes, \( \text{Proj} \), and section rings, \( B(X, \mathcal{L}) \), in classical algebraic geometry.

Example 2.13. Continuing with Example 2.11, let \( X = \mathbb{P}^1 \) and \( \mathcal{L} = O_{\mathbb{P}^1}(1) \). Then for \( \sigma = \text{id}_{\mathbb{P}^1} \), we get that \( B(X, \mathcal{L}, \text{id}_{\mathbb{P}^1}) = k[x, y] \). Whereas for \( \sigma_q([u:v]) = [qu:v] \), we have that \( B(X, \mathcal{L}, \sigma_q) = R_q \).

The significance of twisted homogeneous coordinate rings is displayed in the next result.
Theorem 2.14. [6] [4, (10.17)] (i) The point scheme of the three-dimensional Sklyanin algebra $S = S(a,b,c)$ is isomorphic to:

$$E = E_{abc} : \mathbb{V} \left( (a^3 + b^3 + c^3)xyz - (abc)(x^3 + y^3 + z^3) \right) \cong \mathbb{P}^2. \quad (2.15)$$

Here, $E$ is a smooth elliptic curve as $abc \neq 0$ and $(3abc)^3 \neq (a^3 + b^3 + c^3)^3$; see Definition 1.1. The automorphism $\sigma = \sigma_{abc}$ of $E$ is induced by the shift functor on point modules. Moreover, there is a ring surjection from $S(a,b,c)$ to the twisted homogeneous coordinate ring $B(E, i^*\mathcal{O}_{\mathbb{P}^2}(1), \sigma)$. Even in the case when $abc = 0$, the kernel of the surjection $S \twoheadrightarrow B$ generated by a degree 3 central, regular element given by:

$$g = c(a^3 - c^3)x^3 + a(b^3 - c^3)xyz + b(c^3 - a^3)yxz + c(c^3 - b^3)y^3. \quad (2.16)$$

One consequence of Theorem 2.14 is that three-dimensional Sklyanin algebras are noetherian domains with the Hilbert series of that of a polynomial ring in three variables. Such results were unestablished before the development of noncommutative projective algebraic geometry; see [6] for details.

3. Irreducible finite dimensional representations of $Skly_3$

The aim of this section is to establish Theorem 1.3 and Proposition 1.6. In other words, we will determine the dimensions of irreducible finite-dimensional representations of the three-dimensional Sklyanin algebras $Skly_3$ and of corresponding twisted homogeneous coordinate rings $B$. Moreover, we also compute the PI degrees (Definition 2.7) of both $Skly_3$ and $B$. We sometimes denote $Skly_3$ by $S$ or $S(a,b,c)$, and we keep the notation from Theorem 2.14.

Notation. Given an algebra $A$, let $\text{Irrep}_{<\infty}(A)$ be the set of isomorphism classes of finite-dimensional irreps of $A$, see §2.1. Let $\text{Irrep}_m(A)$ be the ones of dimension $m$.

The results of this section are given as follows. First, we consider the order of the automorphism $\sigma$, and investigate $\text{Irrep}_{<\infty}S$ when $|\sigma| = \infty$ (Lemma 3.2). For the $|\sigma| < \infty$ case, we also take into consideration the subcases where finite-dimensional irreps of $S$ are either $g$-torsionfree or $g$-torsion. These results are reported in Theorem 3.5 and Theorem 3.7, respectively.

We describe $\text{Irrep}_{<\infty}S$ in the case that $|\sigma| = \infty$. First we require the following lemma. We use the notion of Gelfand-Kirillov dimension, a growth measure of algebras and modules in terms of a generating set; refer to [19] for further details.

Lemma 3.1. Let $A$ be a finitely generated, locally finite, connected graded $k$-algebra. Take $\psi \in \text{Irrep}_{<\infty}A$ and let $P$ be the largest graded ideal contained in $\ker(\psi)$. Then, the Gelfand-Kirillov (GK) dimension of $A/P$ is equal to 0 or 1. Moreover, $\text{GKdim}(A/P) = 0$ if and only if $\psi$ is the trivial representation.
Proof. Let $\overline{A} := A/P$. Let $M$ be the simple left $A$-module corresponding to $\psi \in \text{Irrep}_{<\infty}(\overline{A})$. Note that $\text{ann}_{\overline{A}}(M)$ contains no homogeneous elements. Now suppose by way of contradiction that $\text{GKdim}(A) > 1$. Then $\lim_{i \to \infty} \dim_k \overline{A}_i = \infty$. Since $\overline{A}/\text{ann}_{\overline{A}}(M)$ is finite-dimensional by the Density Theorem [24, Theorem 0.3.6], we get that $\text{ann}_{\overline{A}}M \cap \overline{A}_i \neq 0$ for all $i >> 0$. Hence there exists a homogeneous element in $\text{ann}_{\overline{A}}(M)$, which contradicts the maximality of $P$. Now $\text{GKdim}(A) = 0$ or $1$.

If $M = A/A_+$, then $P = A_+$, and $\text{GKdim}(A/P) = 0$ as $A/P$ is finite-dimensional. Conversely, $\text{GKdim}(A/P) = 0$ implies that $\overline{A} = A/P$ is finite-dimensional and connected graded. Since $\bigcap_{n \in \mathbb{N}} (\overline{A}_+)^n = 0$, we get that $(\overline{A}_+)^n = 0$ for some $n \in \mathbb{N}$. Hence $\overline{A}_+ = 0$ by primality, and so $P = A_+$ with $M$ being the trivial module.

Lemma 3.2. When $|\sigma| = \infty$, the set $\text{Irrep}_{<\infty}(S)$ solely consists of the trivial representation.

Proof. According to [30, Lemma 4.1], finite dimensional irreps of $S$ are quotients of irreducible objects in the category $S\text{-qgr}$, see §2.3. For $|\sigma| = \infty$, the set of nontrivial, $g$-torsionfree quotients of $S\text{-qgr}$ is empty due to [7, Propositions 7.5, 7.9].

On the other hand, the set of $g$-torsion irreducible objects of $S\text{-qgr}$ equals the set of irreducible objects of $B\text{-qgr}$, where $B$ is the twisted homogeneous coordinate ring $B(E, \mathcal{L}, \sigma)$ (Theorem 2.14). Take $\psi \in \text{Irrep}_{<\infty}B$ and let $P$ be the largest graded ideal contained in $\ker(\psi)$. By Lemma 3.1, we have that $\text{GKdim}(B/P) \leq 1$. If $\text{GKdim}(B/P)$ equals 1, then the Krull dimension ([24, Chapter 6]) $\text{Kdim}(B/P)$ also equals 1. This is a contradiction as $|\sigma| = \infty$, and $B$ is projectively simple in this case [27]. Thus, $\text{GKdim}(B/P) = 0$, and again by Lemma 3.1 we know that $P$ is the trivial representation.

We now determine the dimensions of finite-dimensional irreps of $S$ in the case where $|\sigma| < \infty$. We require the following preliminary result, which is mentioned in [20, §3] with details omitted. The full proof is provided in [34, Lemma IV.14].

Notation. Put $\Lambda := S[g^{-1}]$, where $g$ is defined in Theorem 2.14, and $\Lambda_0$ its degree 0 component. By [7, Theorem 7.1], $S$ is module finite over its center precisely when $|\sigma| = n < \infty$. Thus in this case, $S$ is PI and we denote its PI degree by $p$ (Definitions 2.4 and 2.7).

Proposition 3.3. [20] When $|\sigma| < \infty$, $\text{PIdeg}(\Lambda_0) = p/\gcd(3, |\sigma|)$.

Corollary 3.4. When $\sigma = \sigma_{abc}$ has finite order, the PI degree of $\text{Skly}_3 = S(a, b, c)$ is equal to $|\sigma_{abc}|$.

Proof. Let $s$ denote the smallest integer such that $\sigma^s$ fixes $[\mathcal{L}]$ in $\text{Pic}E$. We know by [7, Theorem 7.3] that the ring $\Lambda_0$ is Azumaya [24, Definition 13.7.6] and $s$ is its PI degree. Now suppose that $(3, |\sigma|) = 1$. Then $s = |\sigma|$ by [2, §5]. Therefore with Proposition 3.3, we have that $\text{PIdeg } S = \text{PIdeg } \Lambda_0 = s = |\sigma|$. 
On the other hand, suppose that $|\sigma|$ is divisible by 3. Now $s$ is also the order of the automorphism $\eta$ introduced in [7, §5], due to [7, Theorem 7.3] (or more explicitly by [3, Lemma 5.5.5(i)]). Since $L$ has degree 3, we know that $\eta$ is $\sigma^3$ [3, Lemma 5.3.6]. Therefore,

$$\text{Pldeg } S = 3 \cdot \text{Pldeg } \Lambda_0 = 3|\eta| = 3|\sigma^3| = 3 \cdot \frac{|\sigma|}{(3, |\sigma|)} = |\sigma|.$$ 

$\square$

Now we consider two subcases of the classification of dimensions of irreps of $S$ for $|\sigma| < \infty$: first consisting of $g$-torsionfree irreps in Theorem 3.5, and secondly consisting of $g$-torsion irreps in Theorem 3.7.

**Theorem 3.5.** Let $|\sigma| < \infty$, and let $\psi$ be a $g$-torsionfree finite-dimensional irrep of $S$. Then, $\dim_k \psi = |\sigma|$ for $(3, |\sigma|) = 1$, and $|\sigma|/3 \leq \dim_k \psi \leq |\sigma|$ for $|\sigma|$ divisible by 3.

**Proof.** Let $M$ be the $m$-dimensional simple left $S$-module corresponding to $\psi$. By [30, Lemma 4.1] and the remarks after that result, $M$ is the quotient of some 1-critical graded $S$-module $N$ with multiplicity less equal to $m$. Here, the multiplicity of $N$ is defined as $\left([(1-t)H_N(t)]_{t=1}\right)$ where $H_N(t)$ is the Hilbert series of $N$. Note that $N$ is an irreducible object in $S$-qgr, which is also $g$-torsionfree. The equivalence of categories, $\text{Irred}(S - \text{qgr}) \sim_{g\text{-torsionfree}} \text{Irrep}_{<\infty}\langle \Lambda_0 \rangle$, from [7, Theorem 7.5] implies that $N$ corresponds the object $N[g^{-1}]_0$ in $\text{Irrep}_{<\infty}\langle \Lambda_0 \rangle$. Furthermore, $\dim_k N[g^{-1}]_0 = \text{mult}(N)$ as follows.

Since $N$ is 1-critical, we know by [7, §2] that the Hilbert series $H_N(t) = f(t)(1-t)^{-1}$ for some $f(t) \in \mathbb{Z}[t,t^{-1}]$. Expanding $H_N(t)$, we see that $\dim_k (N_j) = \text{mult}(N)$ for $j \gg 0$. Recall that $g$ is homogeneous of degree 3. Note that $N[g^{-1}]_0 \cdot g^i \subseteq N_{3i}$, and moreover that $\dim_k (N_{3i}) = \text{mult}(N)$ for $i \gg 0$. Hence such an $i$:

$$\dim_k N[g^{-1}]_0 = \dim_k (N[g^{-1}]_0 \cdot g^i) \leq \dim_k N_{3i} = \text{mult}(N).$$

Conversely, $N_{3i} \cdot g^{-i} \subseteq N[g^{-1}]_0$. Hence for $i \gg 0$:

$$\text{mult}(N) = \dim_k (N_{3i}) = \dim_k (N_{3i} \cdot g^{-i}) \leq \dim_k N[g^{-1}]_0.$$ 

Thus, $\dim_k N[g^{-1}]_0 = \text{mult}(N)$ as desired.

Since $\Lambda_0$ is Azumaya, the $\Lambda_0$-module $N[g^{-1}]_0$ has dimension equal to $\text{Pldeg}(\Lambda_0) [1]$. Therefore, $\text{Pldeg}(\Lambda_0) = \text{mult}(N) \leq m$. On the other hand, we know by Proposition 2.9 that $m \leq p$. Hence

$$\text{Pldeg}(\Lambda_0) \leq \dim_k M \leq p.$$ 

In the case of $(3, |\sigma|) = 1$, Proposition 3.3 implies that $\text{Pldeg} \Lambda_0 = p$. Thus, $\dim_k M = p$ in this case. For $|\sigma|$ divisible by 3, we also know from Proposition 3.3 that $p/3 \leq \dim_k M \leq p$. We conclude the result by applying Corollary 3.4. $\square$

**Corollary 3.6.** In the case of $|\sigma| < \infty$, a generic finite-dimensional, $g$-torsionfree irrep of $S$ has dimension equal to $|\sigma|$.
Proof. Since $\text{PIdeg}(S) = \text{PIdeg}(S[g^{-1}])$, this is a standard consequence of Corollary 3.4 and Proposition 2.9.

Finally in the case of $|\sigma| < \infty$, we study $g$-torsion finite-dimensional irreducible representations of three-dimensional Sklyanin algebras. In other words, we determine the dimensions of irreps of the twisted homogeneous coordinate rings $B$ arising in Theorem 2.14.

**Theorem 3.7.** For $n := |\sigma| < \infty$, a non-trivial $g$-torsion finite-dimensional irrep of $S$ has dimension equal to the PI degree of $B$.

**Proof.** Recall that irreps of $A$ bijectively correspond to simple left $A$-modules. For a graded ring $A = \bigoplus_{i \in \mathbb{N}} A_i$, let $\text{Irrep}^o_{\leq \infty} A$ denote the set of simple finite-dimensional left $A$-modules that are not annihilated by the irrelevant ideal $A_+ = \bigoplus_{i \geq 1} A_i$. Notice that $\text{Irrep}^o_{\leq \infty} S = \text{Irrep}^o_{\leq \infty} B$. Thus, it suffices to show that all modules in $\text{Irrep}^o_{\leq \infty} B$ have maximal dimension (which is equal to $\text{PIdeg}(B)$ by Proposition 2.9). We proceed by establishing the following claims.

**Claim 3.8.** We can reduce the task of studying $\text{Irrep}^o_{\leq \infty} B$ to studying $\text{Irrep}^o_{\leq \infty} \overline{B}$ for $\overline{B}$ some factor of $B$. Furthermore, $\text{Irrep}^o_{\leq \infty} \overline{B} = \text{Irrep}^o_{\leq \infty} C$ for $C = B(Y_n, \mathcal{L}|_{Y_n}, \sigma|_{Y_n})$, the twisted homogeneous coordinate ring of an irreducible $\sigma$-orbit of $E$.

**Claim 3.9.** The ring $C$ is isomorphic to a graded matrix ring.

**Claim 3.10.** The modules of $\text{Irrep}^o_{\leq \infty} C$ all have maximal dimension, which is equal to $\text{PIdeg}(C) = |\sigma|$.

**Proof of Claim 3.8:** Take $M \in \text{Irrep}^o_{\leq \infty} B$ and let $P$ be the largest graded ideal contained in $\text{ann}_B M$, which itself is a prime ideal. Set $\overline{B} = B/P$. We have by Lemma 3.1 that $\text{GKdim}(\overline{B}) = 1$, so $\text{Kdim}(\overline{B}) = 1$ [24, 8.3.18]. We also have by [5, Lemma 4.4] that the height one prime $P$ of $B$ corresponds to an $\sigma$-irreducible maximal closed subset of $E$. Namely, since $\sigma$ is given by translation, $P$ is associated to a $\sigma$-orbit of $|\sigma|$ points of $E$, an orbit denoted by $Y_n$. Here, $n := |\sigma|$. Now we have a natural homomorphism:

$$\phi : B \longrightarrow B(Y_n, \mathcal{L}|_{Y_n}, \sigma|_{Y_n}) =: C$$

given by restrictions of sections, with $\ker(\phi) = P$. The map $\phi$ is also surjective in high degree, whence $\overline{B}$ is isomorphic to $C$ in high degree.

Since $\overline{B}$ and $C$ are PI, we have by Kaplansky’s theorem [24, Theorem 13.3.8] that for each of these rings: the maximal spectrum equals the primitive spectrum. Thus, it suffices to verify the following subclaim.

**Subclaim 3.11.** For a graded $k$-algebra $A = \bigoplus_{i \geq 0} A_i$, let $\text{max}^o A$ denote the set of maximal ideals of $A$ not containing the irrelevant ideal $A_+$. Then, there is a bijective correspondence between $\text{max}^o C$ and $\text{max}^o \overline{B}$, given by $I \mapsto \overline{B} \cap I$. Moreover $\overline{B}/(\overline{B} \cap I) \cong C/I$. 
Proof of Subclaim 3.11: We know that $B_{\geq m} = C_{\geq m}$ for $m \gg 0$. Since $B$ is generated in degree 1, we have for any such $m$:

$$J := (B_+)^m = B_{\geq m} = C_{\geq m} \supseteq (C_+)^m,$$

is a common ideal of $B$ and $C$. (The last inclusion may be strict as $C$ need not be generated in degree 1.)

For one inclusion, let $I \in \max^o C$. We want to show that $B \cap I \in \max^o B$. Note that $B/(B \cap I) \cong (B + I)/I$ as rings. Furthermore,

$$C \supseteq B + I \supseteq J + I \supseteq (C_+)^m + I = C.$$

The last equality is due to $C_+$ and $I$ being comaximal in $C$. Hence $C = B + I$ and $B/(B \cap I) \cong C/I$ is a simple ring. Consequently, $B \cap I \in \max^o B$.

Conversely, take $M \in \max^o B$ and we want to show that $M = B \cap Q$ for some $Q \in \max^o C$. We show that $CMC \neq C$. Suppose not. Then,

$$(B_+)^{2m} = J^2 = JCJ = JCMCJ = JMJ \subseteq M,$$

which implies that $B_+ \subseteq M$ as $M$ is prime. This is a contradiction. Now $CMC$ is contained in some maximal ideal $Q$ of $C$. Since $M \in \max^o B$, we have that $Q \in \max^o C$; else $M \subseteq Q \cap B = B_+$. By the last paragraph, we know that $B \cap Q \in \max^o B$ with $B \cap Q = M \in \max B$.

Thus, Claim 3.8 is verified and so it suffices to examine $\text{Irrep}^o_{\leq \infty} C$.

Proof of Claim 3.9: Recall that $n := |\sigma|$. We will show that $C$ is isomorphic to the graded matrix ring:

$$R := 
\begin{pmatrix}
T & x^{n-1}T & x^{n-2}T & \ldots & xT \\
xT & T & x^{n-1}T & \ldots & x^2T \\
x^2T & xT & T & \ldots & x^3T \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x^{n-1}T & x^{n-2}T & x^{n-3}T & \ldots & T
\end{pmatrix}
$$

with $T = k[x^n]$. Say $Y_n := \{p_1, \ldots, p_n\}$, the $\sigma$-orbit of $n$ distinct points $p_i$. Let $L' := L|_{Y_n}$ and $\sigma' := \sigma|_{Y_n}$. Reorder the $\{p_i\}$ to assume that $\sigma'(p_i) = p_{i+1}$ and $\sigma'(p_n) = p_1$ for $1 \leq i \leq n - 1$. By Definition 2.12, $C = \bigoplus_{d \geq 0} H^0(Y_n, L'_d)$ where $L'_0 = \bigoplus_{i=1}^n \mathcal{O}_{p_i}$, and $L'_1 = \bigoplus_{i=1}^n \mathcal{O}_{p_i}(1)$, and

$$L'_d = L' \otimes_{\mathcal{O}_{Y_n}} (L')^{\sigma'} \otimes_{\mathcal{O}_{Y_n}} \cdots \otimes_{\mathcal{O}_{Y_n}} (L')^{\sigma'^{d-1}}.$$

Note that

$$(L')^\sigma = \mathcal{O}_{p_n}(1) \oplus \mathcal{O}_{p_1}(1) \oplus \cdots \oplus \mathcal{O}_{p_{n-1}}(1) \cong L'.$$

Therefore, $L'_d \cong (L')^\otimes_d$. If $i = j$, then $\mathcal{O}_{p_i}(1) \otimes \mathcal{O}_{p_j}(1) \cong \mathcal{O}_{p_i}(2)$. Otherwise for $i \neq j$, the sheaf $\mathcal{O}_{p_i}(1) \otimes \mathcal{O}_{p_j}(1)$ has empty support. Hence $(L')^\otimes_d \cong \bigoplus_{i=1}^n \mathcal{O}_{p_i}(d)$. So, the ring $C$ shares the same $k$-vector space structure as a sum of $n$ polynomial rings in one variable, say $k[u_1] \oplus \cdots \oplus k[u_n]$. 

This completes the proof of Claim 3.9.
Next, we study the multiplication of the ring $C$. Write $C_i$ as $ku^1_i \oplus \cdots \oplus ku^n_i$. The multiplication $C_i \times C_j \to C_{i+j}$ is defined on basis elements $(u^1_k, \ldots, u^n_k)$ for $k = i, j$, which will extend to $C$ by linearity. All of the following sums in indices are taken modulo $n$.

Observe that
\[ C_i \times C_j = H^0(Y_n, L_i') \otimes H^0(Y_n, L_j'). \]

The multiplicative structure presented in Definition 2.12 implies that the multiplication of $C$ is given as
\[ (u^1_1, \ldots, u^n_n) \times (u^1_1, \ldots, u^n_n) = (u^1_1u^1_{1-i}, \ldots, u^n_nu^n_{n-i}). \]

We now show that $C$ is isomorphic to the graded matrix ring $R$. Define a map $\phi : C \to R$ by
\[ (u^1_1, \ldots, u^n_n) \mapsto (\text{Row}(u^i_i))_{i=1, \ldots, n} =: M_i \in R. \]
Here $\text{Row}(u^i_i)$ denotes the row $l$ of a matrix with the entry $u^i_i$ in column $l - i$ modulo $n$, and zeros entries elsewhere. In other words, the matrix $M_i$ has a degree $i$ entry in positions $(l, l-i)$ for $l = 1, \ldots, n$ and zeros elsewhere. We see that $M_i \in R$.

The map $\phi$ is the ring homomorphism as follows. First note that
\[ \phi((u^1_1, \ldots, u^n_n) \times (u^1_1, \ldots, u^n_n)) = \phi((u^1_1u^1_{1-i}, \ldots, u^n_nu^n_{n-i})) = (\text{Row}(u^i_i))_{i=1, \ldots, n}. \]
Here, the entry $u^i_iu^i_{1-i}$ appears in positions $(l, l-(i+j))$ for $l = 1, \ldots, n$.

On the other hand,
\[ \phi((u^1_1, \ldots, u^n_n)) \cdot \phi((u^1_1, \ldots, u^n_n)) = M_i \cdot M_j. \]
The nonzero entries of $M_i$, namely $\{u^i_i\}$, appear in positions $(l, l-i)$ for $l = 1, \ldots, n$. Whereas the nonzero entries of $M_j$, the $\{u^j_j\}$, are in positions $(l, l-j) = (l-i, l-(i+j))$ for $l, i = 1, \ldots, n$. Therefore, the product $M_i \cdot M_j$ has nonzero entries in positions $(l, l - (i+j))$; these entries are equal to $u^i_iu^j_{l-i}$ for $l = 1, \ldots, n$. Thus, we have a ring homomorphism $\phi$ between $C$ and $R$ which is bijective. This concludes the proof of Claim 3.9.

Proof of Claim 3.10: We aim to show that $M \in \text{Irrep}_{<\infty}^0 R$ has maximal $k$-vector space dimension, which is equal to $n$. Let $s$ denote the diagonal matrix, $\text{diag}(x^n)$ in $R$, and note that $sR = R_+$. Consider the ring $R[s^{-1}]$. For $M \in \text{Irrep}_{<\infty}^0 R$, construct the module
\[ 0 \neq M[s^{-1}] = R[s^{-1}] \otimes_R M \in R[s^{-1}] - \text{mod}. \]
Since $M$ is simple, $M[s^{-1}]$ is also simple by [17, Corollary 10.16]. Furthermore, $\dim_k M[s^{-1}]$ equals $\dim_k M$ as $M$ is $s$-torsionfree [17, Exercise 10K]. Thus, we have an inclusion of sets $\text{Irrep}_{<\infty}^0 R \subseteq \text{Irrep}_{<\infty}^0 R[s^{-1}]$ given by $M \mapsto M[s^{-1}]$. Now observe that:
for $T' = k[(x^n)^{\pm 1}]$. So $R[s^{-1}] \subseteq \text{Mat}_n(T')$ as rings, i.e. the rings have the same multiplicative structure. The rings are also equal as sets. Hence $R[s^{-1}] = \text{Mat}_n(T')$ as rings. Since all simple modules of $\text{Mat}_n(T')$ have dimension $n$, we have verified Claim 3.10.

This concludes the proof of the theorem.

\[ R[s^{-1}] = \begin{pmatrix}
T' & x^{n-1}T' & xT' \\
xT' & T' & x^2T' \\
\vdots & \vdots & \ddots & \vdots \\
x^{n-1}T' & x^{n-2}T' & T'
\end{pmatrix} \]

Corollary 3.12. Given a three-dimensional Sklyanin algebra $S(a, b, c)$ with $|\sigma_{abc}| < \infty$, and $S/Sg \cong a$ twisted homogeneous coordinate ring $B$, we have that $\text{PIdeg}(S) = \text{PIdeg}(B) = |\sigma|$. 

Proof. In the proof of the preceding proposition, $|\sigma|$ is equal to the maximal dimension of the finite-dimensional irreps of the rings $R$ and $C$. By Claim 3.8, finite-dimensional irreps of $R$ and $C$ correspond to modules in $\text{Irrep}_{<\infty}B$ of the same dimension, so $|\sigma| = \text{PIdeg}(B)$ (Proposition 2.9). Moreover, $\text{PIdeg}(S) = |\sigma|$ by Corollary 3.4.

4. Irreducible representations of $\text{Skly}_3$ of intermediate dimension

In this section, we consider three-dimensional Sklyanin algebras equipped with automorphism $\sigma$ so that $|\sigma| < \infty$ is divisible by 3. We show that the lower bound of dimensions of $g$-torsionfree irreps of $\text{Skly}_3$, namely $|\sigma|/3$, can be achieved; refer to Theorem 3.5. Here, we employ the Sklyanin algebra $S(1, -1, -1)$, which we denote by $\hat{S}$.

Proposition 4.1. The automorphism $\sigma_{1, -1, -1}$, corresponding to the Sklyanin algebra $\hat{S} = S(1, -1, -1)$, has order 6. Hence, the PI degree of $\hat{S}$ is also 6. Moreover, there exist 2-dimensional irreducible representations of $\hat{S}$.

Proof. For the proof of the first two statements, apply Proposition 5.2 and Corollary 3.4. Now, we construct 2-dimensional irreps of $\hat{S}$ with the assistance of the computer algebra software Maple. If $\pi \in \text{Irrep}_2\hat{S}$, then for the generators $x, y, z$ of $\hat{S}$ let $\pi(x) =: X$, $\pi(y) =: Y$, and $\pi(z) =: Z$.

Without loss of generality, we assume that $X$ is in Jordan-Canonical form. If $X$ is non-diagonal, then $Y$ and $Z$ are also upper triangular, and this yields reducible representations. Hence, we assume that $X$ is diagonal. One gets five sets of representations, three of which are reducible. The irreducible representations are given as follows:

$$X = \begin{pmatrix}
(\pm i + 1)z_4 & 0 \\
0 & -(\pm i - 1)z_4
\end{pmatrix}, \quad Y = \begin{pmatrix}
z_4 & \pm iz_3 \\
\pm iz_3 & z_4
\end{pmatrix}, \quad Z = \begin{pmatrix}
z_4 & -z_3^2 \\
z_3 & z_4
\end{pmatrix}$$
and
\[ X = \left( \begin{array}{cc} \xi(\xi^2 - \xi - 1)z_4 & 0 \\ 0 & \frac{\xi^2 - \xi + 1}{\xi - 1}z_4 \end{array} \right), \quad Y = \left( \begin{array}{cc} (\xi^2 - 1)z_4 & \xi z_3 \\ \xi z_3 & (\xi^2 - 1)z_4 \end{array} \right), \quad Z = \left( \begin{array}{c} z_4 \\ z_3 \frac{z_2}{z_3} \\ z_3 \frac{z_1}{z_3} \end{array} \right) \]

where \( \xi \) is a primitive twelve root of unity, and \( z_3, z_4 \) are arbitrary scalars in \( k \).

\[ \square \]

Remark 4.2. Recall from §2.2 that nontrivial irreps of PI rings have nontrivial central annihilators by Schur’s Lemma, and hence the center of \( \hat{S} \) controls the behavior of \( \text{Irrep}_{<\infty}\hat{S} \). Note that \( Z(\hat{S}) \) is generated by three elements of degree 6 and one of degree 3 by Proposition 4.1 and [31, Theorem 3.7]. We use Affine, a noncommutative algebra package of Maxima, to compute these generators:

\[ g = x^3 - yxz \quad \text{(from Equation 2.16)}, \]
\[ u_1 = yx^2y + xyxyz + x^2yxy + x^3y + x^4y, \]
\[ u_2 = yx^2y - xyxy + x^2yxy - 2x^2y^2y - x^3xy, \]
\[ u_3 = x^3y. \]

There is a degree 18 relation amongst the algebraically independent elements \( \{u_i\} \) and the element \( g \); this follows from [31, Theorem 4.7].

5. Further results

5.1. Sklyanin algebras that are module finite over their center. Three-dimensional Sklyanin algebras that are module finite over their center (or PI Sklyanin algebras) are of particular interest in this work. Recall that \( S(a, b, c) \) is PI if and only if \( |\sigma_{abc}| < \infty \) [7, Theorem 7.1]. We know that the PI degree of such \( Skly_3 = S(a, b, c) \) is, in fact, equal to \( |\sigma_{abc}| \) (Corollary 3.4). On the other hand, we proved in §3 that we have nontrivial matrix solutions to Equations 1.2 precisely when \( |\sigma_{abc}| < \infty \), most of which are of dimension \( |\sigma| \times |\sigma| \). Naturally, one would like to classify parameters \( a, b, c \) so that \( \sigma_{abc} \) has finite order; this is equivalent to describing the PI Sklyanin algebras, or those \( S(a, b, c) \) with nontrivial representation theory.

We do not necessarily assume that we have condition (2) of Definition 1.1, so \( E_{abc} \) could be \( \mathbb{P}^2 \) or a triangle, for instance (see Equation 2.15). Moreover, by [6, §1], \( \sigma_{abc} \) is an automorphism of \( E_{abc} \) induced by the shift functor on point modules of \( S \), which can be explicitly given as follows:

\[ \sigma([x : y : z]) = [acy^2 - b^2xz : bczx^2 - a^2yz : abz^2 - xyz^2]. \quad (5.1) \]

Proposition 5.2. Let \( \zeta \) be a third root of unity. Then, we have the following results pertaining to \( \sigma_{abc} \) of finite order.

- \( |\sigma| = 1 \iff [a : b : c] = [1 : -1 : 0], \) the origin of \( E \).
- \( |\sigma| = 2 \iff [a : b : c] = [1 : 1 : \epsilon], \) for \( \epsilon \neq 0, \epsilon^3 = 1. \)
Consider the degeneration limit degree 2.

Remark 5.4. We point out that a conjecture of Artin-Schelter on the PI degree of a PI Sklyanin algebra follows from the proposition above. This is achieved via a Maple computation; see [34, Proposition A.1] for details.

Proof. This is achieved via a Maple computation; see [34, Proposition A.1] for details.

We point out that a conjecture of Artin-Schelter on the PI degree of a PI Sklyanin algebra follows from the proposition above.

Corollary 5.3. Conjecture 10.37(ii) of [4] holds for $r = 3$ (for type $A$ quadratic AS-regular algebras of dimension 3). To say, if $a = b$, then $S$ has rank $2^2$ over its center. Moreover, all higher $n^2$ occur as ranks.

Proof. Refer to the $|\sigma| = 2$ case of Proposition 5.2, and apply Corollary 3.4, respectively.

Remark 5.4. In [8, §4], it is stated that the algebra $S(1, 1, c)$ is of dimension 9 over its center. However by Corollary 3.4 and the previous proposition, the algebra $S(1, 1, c)$ has PI degree 2.

Observe that for $n = 2, 4, 5, 6$, there are 1-parameter families of solutions for which $|\sigma_{abc}| = n$ and we draw our attention to degeneration limits of some of these families. For instance, consider the degeneration limit $c = 0$ for the $|\sigma| = 2$ case. This yields the algebra

$$S(1, 1, 0) = k\{x, y, z\}/(yz + zy, zx + xz, xy + yx),$$
a skew polynomial ring [17, Chapter 2]. On the other hand, consider the degeneration limit $b = \pm i$ for the $|\sigma| = 4$, which yields the algebra

$$S(1, \pm i, 0) = k\{x, y, z\}/(yz \pm izy, zx \pm ixz, xy \pm ixy),$$

also a skew polynomial ring. Both of these degenerate cases arise in results on orbifolds with discrete torsion [9, §4.1].

Although the analysis of the geometry of $S(a, b, c)$ with $|\sigma| < \infty$ is the subject of future work, we describe the centers of $S(a, b, c)$ at $(a, b, c) = (1, 1, 0), (1, \pm i, 0)$ and other similar degeneration limits for now. For the remainder of this subsection, we restrict ourselves to the case where the field $k = \mathbb{C}$.

**Definition 5.5.** [15, Definition 1.4.1] [18, §1] A Calabi-Yau threefold (CY) is defined to be a normal quasi-projective algebraic variety $X$ with:

1. trivial dualizing sheaf $\omega_X \cong \mathcal{O}_X$;
2. $H^i(X, \mathcal{O}_X) = 0$ for $i = 1, 2$; and
3. at worst, canonical Gorenstein singularities (see [29] for more details).

First, we state a general result about the CY geometry and center of the Sklyanin algebra $S(1, q, 0)$, with $q$ a root of unity.

**Proposition 5.6.** Let $q$ be a primitive $n^{th}$ root of unity. Then, the center $Z$ of $S(1, q, 0)$ is generated by $u_1 = x^n$, $u_2 = y^n$, $u_3 = z^n$ and $g = xyz$, subject to relation $(-g)^n + u_1 u_2 u_3$.

Here, $g$ arises as the central cubic element in Equation 2.16. Furthermore, $\text{Spec}(Z)$ is the affine toric CY three-fold: $\mathbb{C}^3/(\mathbb{Z}_n \times \mathbb{Z}_n)$.

**Proof.** The center $Z$ of $S(a, b, c)$ with $|\sigma_{abc}| = n < \infty$ has three algebraically independent generators $u_i$ of degree $n$, and one generator $g$ of degree 3, subject to a relation of degree $3n$ [31, Theorems 3.7, 4.7]. This applies to the algebra $S = S(1, q, 0)$ as the automorphism $\sigma_{1, q, 0}$ from Equation 2.16 has order $n$.

Let $(a, b, c) = (1, q, 0)$. We have by Equation 2.16 that $g = (q^3 - 1)xyz$ is a central element of $S(1, q, 0)$. Without loss of generality, we can take $g = xyz$. Furthermore, we verify by brute force that the algebraically independent elements $\{u_1 = x^n, u_2 = y^n, u_3 = z^n\}$ are also generators of the center of $S(1, q, 0)$, and that the relation amongst the generators is given by $(-g)^n + u_1 u_2 u_3$.

Now, we will show that $X := \text{Spec}(Z(S(1, q, 0)))$ is isomorphic to $\mathbb{C}^3/(\mathbb{Z}_n \times \mathbb{Z}_n)$ as varieties in $\mathbb{C}^4$. Let $G := \mathbb{Z}_n \times \mathbb{Z}_n$, and let $\nu$ be a primitive $n^{th}$ root of unity. Take $G$ to be generated by the matrices, $\text{diag}(\nu, 1, \nu^{-1})$ and $\text{diag}(\nu, \nu^{-1}, 1)$, so that $G$ acts on the vector space $\mathbb{C} x \oplus \mathbb{C} y \oplus \mathbb{C} z$. With the aid of the computational algebra system MAGMA, we have that $x^n$, $y^n$, $z^n$, and $g$ are precisely the generators of the invariant ring $\mathbb{C}[x, y, z]^G$. Hence,
Representations Theory of $Skly_3$.

$Z \cong \mathbb{C}[x, y, z]^G$, and

$$X = \text{Spec} (\mathbb{C}[x, y, z]^G) = \mathbb{C}^3 / G = \mathbb{C}^3 / (\mathbb{Z}_n \times \mathbb{Z}_n),$$

an affine GIT quotient variety [25, Definition 10.5].

Here, we show that $X$ is an affine toric CY threefold, even though this fact is well-known.

Condition (2) of Definition 5.5 holds as $X$ is an affine variety. Moreover, since $G$ is a finite subgroup of $SL(3, \mathbb{C})$, the dualizing sheaf of $\mathbb{C}^3 / (\mathbb{Z}_n \times \mathbb{Z}_n)$ is trivial [14, §3.1]. Thus, condition (1) also holds. Since $X$ is a hypersurface in affine space, $X$ is Gorenstein. Thus, $X$ has canonical singularities by [28, Remark 1.8], and the last condition of Definition 5.5 holds for $X$. The variety $X \cong \mathbb{C}^3 / (\mathbb{Z}_n \times \mathbb{Z}_n)$ is also a toric variety since $\mathbb{Z}_n \times \mathbb{Z}_n$ is an abelian subgroup of $SL(3, \mathbb{C})$ [14, §3.3].

Corollary 5.7. Consider the degeneration limits $c = 0$ for the $|\sigma| = 2$ case, and $b = \pm i$ for the $|\sigma| = 4$ case of Proposition 5.2. The centers of both $S(1, 1, 0)$ and $S(1, \pm i, 0)$ produce affine toric CY three-folds: $\text{Spec}(Z) = \mathbb{C}^3 / (\mathbb{Z}_2 \times \mathbb{Z}_2)$ and $\mathbb{C}^3 / (\mathbb{Z}_4 \times \mathbb{Z}_4)$, respectively.

Remark 5.8. A smooth crepant resolution of $\mathbb{C}^3 / (\mathbb{Z}_n \times \mathbb{Z}_n)$ is provided in [26, Theorem 0.1], or more explicitly in [16].

5.2. Classifying irreducible representations of deformed Sklyanin algebras. As discussed in the introduction, this work is motivated by [9] in which the authors study various deformations of the N=4 SYM theory in four dimensions. Such deformed theories include relevant deformations, equipped with mass or linear terms. Here, the superpotential is

$$\Phi = \Phi_{\text{marg}} + \Phi_{\text{rel}}$$

given by:

$$\Phi_{\text{marg}} = axyz + byxz + \frac{c}{3}(x^3 + y^3 + z^3),$$

$$\Phi_{\text{rel}} = \frac{d_1}{2} x^2 + \frac{d_2}{2} (y^2 + z^2) + (e_1 x + e_2 y + e_3 z).$$

Thus, the finite-dimensional irreps of the corresponding superpotential algebras are desired. In fact, these algebras denoted by $S_{\text{def}}$, are realized as ungraded deformations of $Skly_3$.

To employ techniques from noncommutative projective algebraic geometry, we observe that the $S_{\text{def}}$ are homomorphic images of graded central extensions $D$ of $Skly_3$ in the sense of [21]. Furthermore, finite-dimensional irreps of $D$ are precisely those of $Skly_3$ or of $S_{\text{def}}$. Hence, the analysis of $\text{Irrep}_{<\infty} S_{\text{def}}$ falls into two tasks: the study of the representation theory of each of the graded algebras $Skly_3$ and $D$. As we have completed the first task, we leave the study of the set $\text{Irrep}_{<\infty} D$ to the reader. Partial results are available in [34, Chapter 5].

5.3. Classifying irreducible representations of degenerate Sklyanin algebras. In this section, we consider twelve algebras that were omitted from the family of algebras $S(a, b, c)$ in Definition 1.1, so-called degenerate Sklyanin algebras.
Definition 5.9. The rings $S(a, b, c)$ from Definition 1.1 with $[a : b : c] \in \mathcal{D}$ are called degenerate Sklyanin algebras, denoted by $S_{\text{deg}}$.

It is shown in [33] that $S_{\text{deg}}$ has an entirely different ring-theoretic and homological structure than its counterpart $Skly_3$. Likewise, we will see in the proposition below that the representation theory of $S_{\text{deg}}$ does not resemble that of $Skly_3$ as we construct irreps of $S_{\text{deg}}$ for every even dimension.

Proposition 5.10. Each degenerate Sklyanin algebra has irreducible representations of dimension $2n$ for all positive integers $n$.

Proof. Let $I_n$ be the $n \times n$ identity matrix, let $J_n$ be the $n \times n$ anti-identity matrix, and let $0$ be the $n \times n$ zero matrix. The following triples of matrices $(X, Y, Z)$ are irreps of the algebras $S(1, 0, 0)$, $S(0, 1, 0)$, and $S(0, 0, 1)$, respectively:

$X = \begin{pmatrix} x \cdot I_n & 0 \\ 0 & 0 \end{pmatrix}$, $Y = \begin{pmatrix} 0 & 0 \\ 0 & y \cdot I_n \end{pmatrix}$, $Z = \begin{pmatrix} 0 & z \cdot J_n \\ 0 & 0 \end{pmatrix}$;

$X = \begin{pmatrix} x \cdot J_n & 0 \\ 0 & 0 \end{pmatrix}$, $Y = \begin{pmatrix} 0 & 0 \\ 0 & y \cdot J_n \end{pmatrix}$, $Z = \begin{pmatrix} 0 & 0 \\ 0 & z \cdot I_n \end{pmatrix}$;

$X = \begin{pmatrix} 0 & x \cdot J_n \\ 0 & 0 \end{pmatrix}$, $Y = \begin{pmatrix} 0 & 0 \\ 0 & y \cdot J_n \end{pmatrix}$, $Z = \begin{pmatrix} 0 & z \cdot J_n \\ 0 & 0 \end{pmatrix}$.

On the other hand, we have the following irreps for the degenerate Sklyanin algebras $S(1, b, c)$ with $b^3 = c^3 = 1$; here $p$ is arbitrary in $k^*$:

$X = \begin{pmatrix} -bx \cdot I_n & 0 \\ 0 & x \cdot I_n \end{pmatrix}$, $Y = \begin{pmatrix} 0 & -b^2 \cdot J_n \\ 0 & 0 \end{pmatrix}$, $Z = \begin{pmatrix} 0 & 0 \\ 0 & p \cdot J_n \end{pmatrix}$.
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